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AROIAFOSR CONTRACTORS MEETING
IN

CHEMICAL PROPULSION

Boulder CO
11-13 June 2007

MONDAY. 11 JUNE

1:00 - 1:15 Army Research Office Overview - Ralph Anthenien

1:15 - 1:30 AFOSR Combustion and Diagnostics Program - Julian Tishkoff

TOPIC: High-Speed and Diesel Propulsion

1:30 - 2:00 Ramjet Research
Campbell Carter, AFRL/PR

2:00 - 2:45 Dispersion, Mixing, and Combustion in Turbulent and High-Speed
Flows, Air-Breathing Propulsion, and Hypersonic Flight
Paul Dimotakis, California Institute of Technology

2:45 - 3:15 Pulse Detonation Physicochemical and Exhaust Relaxation
Processes
Fred Schauer, AFRLJPR

3:15 - 3:30 BREAK

TOPIC: Sprays

3:30 - 4:00 Break-Up of Liquid Streams at High Pressure
William Sirignano, University of California, Irvine

4:00 - 4:30 Shock Tube Measurements of Ignition Processes and Spray-
Shock Wave Interactions
Ron Hanson, Stanford University

4:30 - 5:00 Extinction, Entrainment, and Stabilization Studies in Spray
Flames
Kevin Lyons, North Carolina State University

5:00 DINNER
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TUESDAY. 12 JUNE

8:15 - 8:30 Announcements

TOPIC: Combustion Fundamentals

8:30 - 9:00 Experimental and Computational Characterization of Combustion
Phenomena
James Gord, AFRL/PR

9:00 - 9:30 Two-Point Scalar Time-Series Measurements in Turbulent Partially
Premixed Flames
Galen King, Purdue University

9:30 -10:00 Combustion Research
Joseph Zelina, AFRL/PR

10:00 - 10:30 BREAK

10:30 - 11:00 Turbine Burners: Turbulent Combustion of Liquid Fuels
William Sirignano, University of California, Irvine

11:00 - 11:30 Chemical Kinetics and Turbulence in Ignition
C. K. Law, Princeton University

11:30 - 12:00 Physical and Chemical Processes in Flames
C. K. Law, Princeton University

12:00 - 1:00 LUNCH

TOPIC: Fuels

1:00 - 1:30 Development of Detailed and Reduced Mechanisms for
Surrogate Fuels
Jackie Sung, Case Western Reserve University

1:30 - 2:00 Autoignition and Combustion of JP-8
Kal Seshadri, University of California, San Diego

2:00 - 2:30 Formation of Soot in High Pressure Diffusion Flames
William Roberts, North Carolina State University

2:30 - 2:45 BREAK

2:45 - 4:30 DISCUSSION

TOPIC: Cyber Combustion

4:30 - 4:50 ARO BUSINESS SESSION
ARO-Funded Researchers
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4:50 - 5:10 AFOSR BUSINESS SESSION

AFOSR-Funded Researchers

5:20 DINNER

WEDNESDAY, 13 JUNE

8:15 - 8:30 Announcements

TOPIC: Modeling and Simulation

8:30 - 9:00 PDF Modeling of Turbulent Combustion
Steve Pope, Cornell University

9:00 - 9:30 Filtered Density Function for Subgrid Scale Modeling
Of Turbulent Combustion
Peyman Givi, University of Pittsburgh

9:30 - 10:00 Chemical modeling of Large-Eddy Simulation of
Turbulent Combustion
Heinz Pitsch, Stanford University

10:00 - 10:30 BREAK

10:30 - 11:00 Investigation of Subgrid-Scale Mixing and Turbulence-
Chemistry Interaction in Turbulent Partially Premixed
Flames Using Experimental Data
Chenning Tong, Clemson University

TOPIC: Propulsion Concepts

11:00 - 11:30 Plasma Propellant Ignition Studies
Stefan Thynell, Pennsylvania State University

11:30 - 12:00 Computer-Based Adaptation Tool for Advanced Diesel Engines
Used in Military Applications
Dinu Taraza, Wayne State University

12:00 - 1:15 LUNCH

1:15 - 3:30 Tour of NIST Laboratory Facilities

3:30 ADJOURN
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AFOSR SPONSORED RESEARCH IN COMBUSTION AND DIAGNOSTICS

PROGRAM MANAGER: JULIAN M. TISHKOFF

AIR FORCE OFFICE OF SCIENTIFIC RESEARCH
875 North Randolph Street

Suite 325, Room 3112
Arlington VA 22203-1768

SUMMARY/OVERVIEW: The Air Force Office of Scientific Research (AFOSR) program in
combustion and diagnostics currently is focused on five areas of study: high-speed propulsion,
turbulent combustion, diagnostics, supercritical fuel behavior, and plasma-enhanced combustion. An
assessment of major research needs in each of these areas is presented.

TECHNICAL DISCUSSION

AFOSR is the single manager for Air Force basic research, including efforts based on external
proposals and in-house work at the Air Force Research Laboratory (AFRL). Combustion and
Diagnostics is assigned to the AFOSR Directorate of Aerospace, Chemical, and Materials Sciences
along with programs in rocket and space propulsion, fluid and solid mechanics, structural materials,
and chemistry.

Interests of the AFOSR Combustion and Diagnostics subarea are given in the SUMMARY section
above. Many achievements can be cited for these interests, yet imposing fundamental research
challenges remain. The objective of the program is publications in the refereed research literature
describing significant new understanding of multiphase turbulent reacting flow. Incremental
improvements to existing scientific approaches, hardware development, and computer codes fall
outside the scope of this objective.

The Combustion and Diagnostics subarea supports the Air Force commitment to aerospace propulsion.
Accordingly, the research in this subarea will address research issues related to chemical propulsion for
all Air Force aerospace missions, including combined cycle propulsion for access to space. This
program will complement related research activities in space propulsion and energetic materials.

The primary focus of research in turbulent combustion is the creation of computational modeling tools
for combustor designers that are both computationally tractable and quantitatively predictive. This
research has been directed in two areas: the formulation of augmented reduced chemical kinetic
mechanisms for the combustion of current and future alternative hydrocarbon fuels and the
development of subgrid-scale models for large eddy simulation of turbulent combustion. Fiscal Year
2007 marked substantial growth in support for research on characterizing hydrocarbon fuels through
the initiation of a Department of Defense Multidisciplinary University Research Initiative (MURI)
topic on Science-Based Design of Fuel-Flexible Chemical Propulsion/Energy Conversion Systems.
Further funding growth in this area is expected in Fiscal Year 2008.

Future airbreathing and chemical rocket propulsion systems will require propellants to absorb
substantial thermal energy, raising their temperatures to supercritical thermodynamic conditions.
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Understanding and controlling fluid properties at these conditions will be crucial for avoiding thermal
degradation and for optimizing subsequent processes within the combustor. Research has focused on
the role of supercritical transport in the thermal destabilization of hydrocarbon fuel prior to combustion
and on primary and secondary fuel breakup under transcritical and supercritical conditions.

Plasma research is supported through the AFOSR Theme, Plasma Dynamics for Aerospace
Applications and focuses primarily on the utilization of plasmas for ignition and flame stabilization in
scramjets; however, the extension of this technology to other modes of chemical propulsion and energy
conversion also is of interest. Research has been supplemented by research coordinated between
universities and small businesses under the Department of Defense Small Business Technology
Transfer (STTR) Program. The Air Force also supports related research activity in Russia under the
Air Force Research Laboratory Russian Research Initiative. The Theme and Russian research activity
was presented as part of a Weakly Ionized Gas Dynamics (WIG) Workshop at the 35th AIAA
Aerospace Sciences Meeting and Exhibit in January 2007. The next workshop will take place in
January 2008.

Decisions on support for research proposals are based on scientific opportunities and technology needs.
Researchers interested in submitting proposals should contact Dr. Tishkoff for information on time
constraints associated with proposal evaluations. Further information on research interests and
proposal preparation can be found on the AFOSR web site, http://www.afosr.af.mil. These interests
include special programs such as the Department of Defense University Research Instrumentation
Program (DURIP), the Defense Experimental Program to Stimulate Competitive Research
(DEPSCoR), the Small Business Technology Transfer Program (STTR), the Multidisciplinary
University Research Initiative, and the new AFRL Discovery Challenge (DCT) Program. The
availability of funds places a major constraint on program redirection and growth. Figure 1 shows the
recent trend of funding for basic research in combustion and diagnostics from Air Force and DOD
sources. Informal inquiries for new research are encouraged throughout the year. Formal proposals
should be submitted by 1 April for peer review.

The purpose of this abstract has been to communicate AFOSR perceptions of research trends to the
university and industrial research communities. However, communication from those communities
back to AFOSR also is desirable and essential for creating new research opportunities. Therefore, all
proposals and inquiries for fundamental research are encouraged even if the content does not fall within
the areas of emphasis described herein. Comments and criticisms of current AFOSR programs also are
welcome.
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Figure 1. AFOSR Funding for Combustion and Diagnostics
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TITLE: RAMJET RESEARCH

AFOSR TASK 2308BW

Principal Investigators: Campbell D. Carter
Mark R. Gruber
Skip Williams

Aerospace Propulsion Division, Propulsion Directorate (AFRL/PRA)
Air Force Research Laboratory

Wright-Patterson AFB OH 45433

SUMMARY/OVERVIEW
This research task includes work in three primary focus areas: (1) multiphase flows relevant to
fuel injection into high-speed, oxidizing streams, (2) shock/boundary-layer interactions within
the scramjet flowpath, and (3) multidisciplinary laser measurements for benchmarking modeling
and simulation and for elucidating the physics of high-speed flows. Within each of these areas,
there is a strong relevance to the scramjet propulsion 30
system, and that relationship helps frame the context
of our research. The motivation for this program is the
need to develop the science basis to enable the design E 20

of high-speed, air-breathing propulsion systems at a 10
variety of scales. Lack of a science basis-and, in
general, technology basis-is a limiting factor in de- 3

sign of scramjet vehicles. The approach will be to x(mm)
couple numerical computations and experimentation, 30
to yield a thorough understanding of each problem.
TECHNICAL DISCUSSION 20

Areas of focus in the past year included the following:
1) Study of fuel injection, gaseous and supercritical,

and the development/testing of plasma-based igni- 0
tion methods. 0 - 2

2) Development/Application of laser diagnostic tech- 30 x (m)

niques for use in scramjet testing; application of X-
ray diagnostics for optically thick condensing jets.

3) Characterization of mixing of co-annular jets into a
low-speed co-flow to build a validation database. 1"

Three collaborations are ongoing with AFOSR
extramurally funded personnel: Profs. R. Hanson 0
(Stanford, tunable diode laser absorption for scram- x (mm)
jets); C. Tong (Clemson, LES validation); Y. Ju (Prin- Fig. 1 Instantaneous and frame-averaged NO
ceton, non-equilibrium discharges). Other university PLIF measurements (top and middle) and
collaborators include R. Pitz (Vanderbilt, validation computations of the jet mole fraction from a
measurements for high-speed flows), J. Driscoll diamond-shaped injector.
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(Michigan, cavity flameholding), J. Edwards (N.C.S.U., two-phase and supercritical injection
modeling), M. Gundersen (U.S.C., pulsed non-equilibrium discharges), and R. Bowersox (Texas
A&M, fuel injection). AFRL collaborations worth noting are those with Drs. T. Edwards
(PRTG, supercritical fluids/injection), F. Schauer (PRTC, PDE ignition), and J. Gord (PRTC,
ballistic imaging for fuel sprays). Drs. S. Lin, Taitech, and K.-Y. Hsu, Innovative Scientific So-
lutions, lead our in-house contractor efforts

5 mm A study begun in FY06 focused on the poten-
Flow Dilr b l.2m tial for flush-wall diamond-shaped injectors to im-

prove fuel mixing and to act as flameholders. This
" work is based on the observation that the diamond-

shaped injector produces a lateral counter-rotating
5 m vortex pair (LCVP) wherein the residence time may

Fig. 2. Strut-cavity configuration. Image plane be sufficient for flameholding. The goal for this
shown in grey study was to characterize the near-field flow struc-

.4. tures and mixing of a diamond-shaped, normal in-
jector, in comparison to that of a normal circular injector, in a

2D. Mach-2 crossflow. The diamond injector also included a "tan-
dem" port used as an igniter or to simulate the flowfield of ig-

o niter; this port could be oriented upstream or downstream of the
diamond injector. For mixing experiments NO-laden air was
injected through the diamond injector or the tandem igniter port
and the NO PLIF (planar laser-induced fluorescence) technique
was used to characterize the injection. Sample instantaneous and
frame-averaged NO PLIF images are shown in Fig. 1 along with
a RANS calculation of the injectant mole-fraction. Although this
effort demonstrates the presence of the LCVP and that the torch
injector does not significantly interfere with its formation, this
"region is fuel rich and no significant burning takes place. Future

201 efforts will focus on quantifying the flowfield (with particle im-
age velocimetry) and determining under what conditions flame-

0- holding may occur.
Understanding flameholding and fuel injection in a high-

40 speed crossflow, so that one can scale up combustor duct sizes, is
critical to the development of scramjets (beyond the current
scale). Consequently, intrusive fuel injector designs are now be-
ing studied, as opposed to flush-wall designs. Clearly, a chal-
lenge is to enable fuel to reach the middle of the flowfield while
maintaining "communication" with the flameholder.

One such fuel injector concept is shown in Fig. 2. Here a
-60 -4o(n40 0 strut-injector is integrated into the flameholding cavity; the

Fig. 3. OH within the cavity- freestream Mach number was 2. Measurements of the burning
integrated strut (x=32 mm, see downstream of the strut and within the cavity, accomplished us-
Fig. 2). F.. and Ac indicate
fuel and air fed directly into cav- ing the OH PLIF technique, are shown in Fig. 3. Ideally, the
ity (ramp face). FsTI indicates strut should help distribute the fuel and spread the flame (from
strut side-face fueling the cavity) to the center of the duct but not otherwise interfere

with the flameholder. In this case both fuel and air are fed di-
rectly into the cavity from the cavity ramp, while the ramp fueling is from either side (of the
ramp). Fueling from the end face of the ramp, however, is not effective in spreading the flame,
because the mixture behind the ramp will then be too rich to bum. Indeed, the region in and
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4 Droplet diam. around the cavity flameholder is typi-
C2H4 Jet cally fuel rich (especially when fuel is

2 I'''35- injected only from the walls), and thus
S 64M6E0 air addition to the cavity improves the0 ~*7.253-
0 5.&7E-:07 cavity burning.44 077E-07

-2 306884E:o7 Injection of a supercritical fluid
1.67391E-07
2.7aeaee-s into a superheated, low-pressure, high-

speed crossflow is relevant to much of
-5 0 5 10 the flight envelope. Extensive studies

Fig. 4. Modeled droplet diameters with Tj = 288 K Tc. conducted in our laboratory have
Measurements were at Tkj = 285 K. Diam. units: meters. shown that the plume structure of su-

percritical fuel jets can be dramatically
different from those of liquid or gaseous jets, due to the thermodynamic properties of the super-
critical fluid and the occurrence of condensation. Typically, supercritical jets behave like ideal-
gas jets when Tiq > Trit. A two-phase jet with a large number of nucleated droplets, however,
can be generated when T.,, - Ti, (see Fig. 4). Onset conditions for condensation and the content
and properties of the liquid phase within the injector are being studied, in collaboration with Drs.
T. Edwards (AFRL) and J. Edwards (N.C.S.U.). Modeling results (J. Edwards) are shown above
(Fig. 4) for C2H4 (ethylene). Typical optical methods do not allow us to probe this jet; conse-
quently, alternatives to conventional diagnostics are now being explored, including the use of
small-angle X-ray scattering (SAXS), in collaboration with Drs. J. Wang and A. Sandy (Ad-
vanced Photon Source, Argonne National Laboratories). Here, a monochromatic, 0.1 xO. 1 mm2

X-ray beam having a photon flux of-1011 s1 was directed through a C2H4 plume from an injec-
tor with a 0.5-mm exit diameter; the C2H4 jet was injected into quiescent N2. A large-area CCD
detector, located 2-m from the jet, captured the forward scattered X-ray photons (while a "mask"
blocked the direct beam). The resulting scattering profile (intensity vs. magnitude of scattered
photon momentum transfer, Q = 47rsinO/X) from one
such measurement-with a strongly condensing C2 H4 + Expeuimental
jet and recorded 0.5 mm (X/d = 1) from the injector 100 - Intensity" • I-- W calculated
exit-is shown in Fig. 5. An estimate of mean droplet 'r- Inten0ty
diameter, based on a model fit, is -50 nm (whereas 2 10
predictions are an order of magnitude greater). Fur- FA
thermore, with a scattering calibration, droplet number 1
density can be derived from the scattering intensity. C

Advanced computational modeling approaches 0.1
such as Large Eddy Simulation, LES, will play a role 5 6 7 8 •34 5 6 7

in the design of future combustors. However, much 0.01
developmental work remains, particularly to under- Q SAar
stand multi-scalar sub-grid-scale, SGS, mixing, which Fig.5. Scattering intensity versus magnitude of
is, of course, critically important to modeling turbu- Q vector from a supercritical ethylene jet.
lence-chemistry interactions. The focus of this effort (begun in FY05 with Prof Tong) is to pro-
vide a validation database that will make a significant contribution to the understanding of multi-
scalar SGS mixing. To this end a three-jet mixing experiment was conceived. To quantify con-
centrations of both inner and outer jets, planar Rayleigh scattering (of C2H4), using a 532-nm
beam, and PLIF of acetone-seeded air, using a 266-nm beam, are used. Two cameras would nor-
mally be required, which significantly complicates any experiment (making registration of the
two fields of view necessary) and degrades spatial resolution. To mitigate these problems, a sin-
gle interline-transfer CCD camera (PCO 1600) is employed, and image pairs are recorded se-
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quentially, 250-ns apart (= laser pulse separation). This is made possible by a charge transfer
time of -150 ns, the time to shift the first image to the
storage frame. 36'

Due to the desire for high spatial resolution, a
special lens was configured consisting of Rodenstock 32

close-up lens and a 58-mm f/1.2 Noct-Nikkor lens. 29

The resulting resolution was evaluated by translating
a razor blade across the field of view (with Ax s 10 24

ptm), from which a contrast transfer function could be 20
derived; resolution was judged to be -2 binned pixels,
corresponding to -85 pm, a number slightly smaller
than the laser sheet thicknesses. Even with this high 36
resolution, signal-to-noise ratios are reasonably high,
60-70 for "pure" jet fluid for images shown here 32
(-600 mJ/pulse at 532 nm and 80 m J/pulse at 266 28
nm). It should be noted that high acetone concentra-
tions lead to some undesirable effects, including 266- 24
nm beam absorption, enhanced Rayleigh scattering
from the air jet, and acetone mass loading that is sig- 20

nificant and potentially varying during the measure-
ment time; as a consequence, limiting the acetone 16 -12 -8 -4 0 4 8 12 16

concentration well below saturation is necessary.

A sample image pair, each from an original Fig. 6. Rayleigh scattering (top) and acetone

frame composed of 512x800 pixels, is shown in Fig. LIF (bottom) from turbulent co-annular jets.

6; the inner jet is air, seeded with acetone, while the outer jet is C2H4. Jet-exit velocities are -35
m/s; the resulting displacement from one frame to the next is < 9 pm (with At = 250 ns), a value
much less than the image blur. One can see that the core of the inner jet is intact at this down-
stream location (-17 to 39 mm above jet exit). Sample sets consist of up to 4000 images pairs.

Another focus area is plasma-assisted ignition/combustion, and for the past two reporting
periods the efficacy for the PDE has been studied. Here, a variety of plasmas were tested for
their effect on the ignition delay time within the AFRL research PDE fueled with aviation gaso-

line. The shortest times of 6 ins were achieved with a transient-
*d pulse igniter (producing a 70-ns, 60-kV pulse) near stoichiometric

conditions, while the standard igniter induced ignition at II Ms.
However, a relatively simple modification of the standard igniterV ,'f_ ~ was shown to lower ignition times to values as short as 7 ms.

W*X0 A parallel effort has recently begun to study radical forma-
tion and ignition induced by the transient-pulse igniter. Here a

Fig. 7. Combustion chamber, quiescent chamber (Fig. 7) is filled with a stoichiometric mixture
101 mm ID, 202 mm length. of CH4 and air; the high voltage ensures that the region for radical

-l creation extends throughout the chamber. Shown on the left (Fig.
8) is the relative OH distribution (represented by the streaks pro-
duced from the initial streamer field), recorded 500 ns after the
discharge; the field of view, looking from the end window, is
from the chamber wall (left edge, just visible as an arc) to just

Fig. 8. OH from initial streamer beyond central electrode (bottom right-hand comer, out of the
distribution 500 ns after initial field of view). Note that many streamers are initially produced by
high-voltage pulse this 0.8-J pulse, but only a few intersect the laser sheet. Tempera-

ture rise within the streamers is currently unknown but estimated to be < 20 K on average.
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DISPERSION, MIXING, AND COMBUSTION IN TURBULENT AND HIGH-SPEED FLOWS, AIR-
BREATHING PROPULSION, AND HYPERSONIC FLIGHT

Grant/Contract Number: FA-9550-07-1-0091

Principal Investigators: Paul E. Dimotakis & Dan I. Meiron

Graduate Aeronautical Laboratories of the California Institute of Technology
1200 E. California Blvd., Pasadena, Ca 91125

Summary/Overview

This research focuses on fundamental investigations of dispersion, mixing and combustion, in turbulent,
subsonic and supersonic flows and is motivated by problems in high-speed air-breathing propulsion. The work
is a closely coordinated effort between experiments and numerical simulation, and exploits recent developments
in diagnostics and instrumentation. This is a brief report of work performed under this grant since 1 January
2007.

Technical discussion

Work to date on hydrocarbon combustion under this grant is focusing on laminar, premixed methane-air,
ethane-air, and ethylene-air flames, at atmospheric pressure.

Bergthorson & Dimotakis (2006a) showed that the comparison of detailed axial velocity and CH radical profiles
measurements using Particle Streak Velocimetry (PSV) and CH planar laser-induced fluorescence (PLIF) in
strained premixed flames stabilized in a jet-wall stagnation flow with flame simulations can be used to validate
and compare chemical-kinetic mechanisms. The simulations are performed with the CANTERA reacting-flow
software package and rely on a one-dimensional hydrodynamic model, a multi-component transport
formulation, and several detailed chemical-kinetic mechanisms. The kinetic models used in Bergthorson &
Dimotakis (2006a) are GRI-MECH3.0 (GRI3.0); the C3 mechanism by Davis, Law, and Wang (DLWl 999); and
two releases of the C1-C3 San-Diego mechanism (SD200308, SD200503). Predictions of CH4-air, C2H6-air, and
C2H-4-air stagnation flames made using these kinetic models are at variance with experiments and with each
other. An on-going simulation effort is adding predictions based on other kinetic models to assess their relative
performances in flame propagation predictions for these fuel-air mixtures. The amount of information contained
in the axial velocity and CH radical profiles can be reduced to one scalar: the CH profile location XCH, in order
to assess the adequacy of kinetic mechanisms. Comparison between experiments and predictions based on the
models permits ranking the latter. Comparative sensitivity analysis is then used to identify the most-important
reactions for each flame investigated. The rates of reactions identified in this manner can then be compared
between the different mechanisms. Several reaction rate differences are identified in the process that are mostly
responsible for the variance in flame predictions. This part of the work is part of the Ph.D. research of Laurent
Benezech and performed in collaboration with Jeffrey Bergthorson, now at McGill University.

A code has been developed that performs Direct Numerical Simulations (DNS) of the laboratory setup
employed in the cold stagnation-flow and flame experiments, in which axisymmetric flames of air mixtures
with Cl-C3 fuels were stabilized (Bergthorson 2005, Bergthorson et al. 2005, and Bergthorson & Dimotakis
2006a,b). It simulates both cold flow (Bergthorson et al. 2005) and unsteady flames in a 2D axisymmetric
domain with a full hydrocarbon chemistry model and all relevant length scales resolved. The code was used to
study methane-air flames in the laboratory. As shown in Fig. 1, the axial velocity profile compared to an earlier
experiment by Bergthorson (2005) shows excellent agreement for a near stoichiometric flame (left), while the
agreement is not as good for a lean flame (right). For the lean flame, the computed flame speed is over-
predicting the observed value by nearly 10%, using GRI-Mech 3.0. This work is part of the Ph.D. research of K.
Sone, is co-funded by Caltech's DOE ASC Center.
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Fig. 1 Comparisons of the axial velocity profile between laboratory measurements and two-dimensional numerical
simulations of stagnation-flow-stabilized flames. The square symbols are PSV data from Bergthorson (2005). The dashed
line indicates the raw numerical velocity data. Solid line is the simulated PSV data based on numerical velocity profile.
Left: (D = 0.90. Right: D = 0.70.

A successful hydrocarbon-fueled scramjet engine will rely on a detailed understanding of the turbulent
processes that mix fuel and air within the device, as well as the chemical kinetics and flame processes that result
in conversion of the reactants to products. Work on compressible turbulent mixing in complex geometries under
this grant is focused on studying (passive) flow control and mixing in an expansion-ramp flow geometry.

In this flow, a high-speed upper "air" stream is expanded over a perforated ramp inclined at 300 to the flow. A
low-speed "fuel" stream is injected through perforations in the ramp and generates a mixing layer between the
two streams. A key feature of this flow is the recirculation zone that transports hot products back toward the
fuel injection location and provides a low-strain-rate flameholding region (Johnson 2005, Bergthorson et al.
2007). Presently, measurements of the molecular mixing achieved by this geometry have been completed at
various speeds, up to a top stream Mach number of MA = 2.5. The observed trend of decreasing mixing with
increasing velocity of the "air" stream is also followed in supersonic velocities. Interest now lies in improving
the mixing characteristics of the geometry, by incorporating jet injectors to interact with the mixing layer. A
new splitter plate is being designed to incorporate the jets, and also allows for variable boundary layer thickness
through surface suction or injection and variable height of the expansion ramp. A schematic of the new splitter
plate design is presented in Fig. 2. This part of the work is part of the post-doctoral research of Aris Bonanos.
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Fig. 2 Schematic of the supersonic shear layer facility (top) and detail of the new splitter plate (bottom) that incorporates
a modular injector block, allowing for multiple jet arrangements to be investigated. This development is in its final design
stages.

A parallel computational effort of these experiments is currently in progress. Flows corresponding to the
subsonic experimental conditions are computed using Large Eddy Simulation (LES) with Sub-Grid Scale (SGS)
modeling. Currently, our effort concentrates on simulations of the high-speed subsonic experimental conditions
with top-stream velocities of 240 m/s. The high-resolution requirements of high-speed flows are being
addressed using Adaptive Mesh Refinement (AMR) to control numerical errors in places were the numerical
solution exhibits high gradients, such as in thin shear zones for example, resulting in significant computational
savings compared to computations that would be performed on a uniform-spacing grid (unigrid). Fig. shows
passive scalar contours in a vertical plane at mid-span and the grid density resulting from the AMR. This work
is part of the Ph.D. research of George Matheou and performed in collaboration with Carlos Pantano, now at the
U. Illinois at Urbana-Champagne.
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Fig. 3 Instantaneous passive scalar contours on a spanwise plane at mid-span (top) and grid density.

The scalar dispersion portion of this grant focuses on the 3-D dispersion of a scalar in a well-characterized
turbulent flow (uniform grid turbulence produced by a grid with a wire size of '¼" and spacing between the
wires of 1"). Current work in this project includes completion of the first experimental data acquired in the
GALCIT Free Surface Water Tunnel (FSWT) for publication. The FSWT data were acquired at a mean flow
velocity of 5.4 cm/s with a stationary camera. A distance of 55.3 cm from the grid to the beginning of the
camera field of view and 75.3 cm to the end of the field of view means that we are looking at the scalar for 10-
14 s after injection immediately downstream of the grid. The FSWT data were acquired with an image framing
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rate of 100 fps and 32 frames/volume. This arrangement yielded three-dimensional scalar-field data as a
function of time, across the full dispersion extent of the plume, at grid mesh Reynolds numbers of ReM - 1400
to be investigated. A new facility is presently in its final phases of completion with an improved flow
arrangement, improved optics, and a quad Yag laser. This will permit higher framing rates to be used and more
than ten times higher Reynolds numbers to be investigated. In particular, this will permit the mixing transition
(Dimotakis 2000, 2005) to be attained and exceeded crossed for this flow. This part of the work is part of
research conducted by Dan Lang, in collaboration with Santiago Lombeyda and Jan Lindheim of Caltech's
Canter for Advanced Computing Research (CACR).

In collaboration with L. Danaila and B. Renou and their co-workers at the CORIA Laboratory of the University
of Rouen, work is continuing to explore the flow and mixing in a Partially Stirred Reactor (PaSR), in which
scalar-bearing and pure fluids are introduced through an array of opposed jets. The measurements rely on
simultaneous Particle Imaging Velocimetry (PIV) and acetone PLIF in flows at Taylor Reynolds number that
span the mixing transition (Dimotakis 2000). An early report was presented by Krawczynski et al. (2006).
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Wright-Patterson AFB OH 45433-7103

SUMMARY/OVERVIEW:

The objective of this program is to establish the scientific knowledge of detonation initiation, propagation,
and blow-down needed to develop a pulse detonation engine (PDE) that will function on hydrocarbon fuels.
The complex interaction of chemistry, gas dynamics, turbulent mixing, and geometry are responsible for the
success or failure of the detonation phenomena required to operate a PDE. Detonation tube exhaust blow-
down conditions, which are predicted to have a significant impact upon performance, will be explored in
order to achieve basic understanding of the relationships between detonations, nozzles, and multiple
detonation tube interactions.

TECHNICAL DISCUSSION

The technological motivation for this program is the need to develop low-cost high-performance PDE's
that can operate on hydrocarbon fuels. PDE's rely upon detonation combustion to produce a pressure rise in the
combustion chamber instead of the expensive rotating machinery used in gas turbine engines. Consequently,
the most expensive and maintenance-intensive components of a conventional turbine engine, namely the
compressor and turbine stages, will not be necessary in PDE's. PDE's operates on a near-constant-volume heat
addition cycle as opposed to the constant-pressure cycle employed in nearly all conventional aero-propulsion
systems. The constant volume cycle offers improvements to specific thrust, specific fuel consumption, and
specific impulse at a greatly reduced cost. In theory, the PDE can efficiently operate at Mach numbers from
zero to above four without using a combined cycle/rocket approach. However, there are some major technical
problems that must be resolved before the full potential of PDE's can be realized.
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Foremost aun ng the hurdles for a practical PDE system of - ,.

are the requirements for initiation and successful propagation
of a detonation with hydrocarbon fuels in air. Although this
has not been achieved in 60 years of PDE research, modern
computational fluid mechanics (CFD), laser diagnostics, and . I•lk
high-speed instrumentation have not been applied to this
challenge until recently. CFD and experimental studies of
deflagration-to-detonation transition (DDT) and propagation"-

are being carried out in order to explore the parameters
controlling detonation initiation including: geometry effects, Figure 3. Spark Initiated JPS/air; OH and pressure

plasma ignition, hybrid fueled pre-detonators, and endothermic rise begin lOmsec after spark discharge.

fuels. 4Sa

Recent improvements in understanding of detonation Ignition

diffraction, shock reflections, and deflagration-to-detonation -"
transition (DDT), have renewed efforts to obtain true direct
initiation of hydrocarbon/air mixtures with split detonation Split Detonation

initiation. As shown by the rapid pressure rise for split I ' Initiation

detonation initiation versus conventional spark ignition in 14 4-

Figure 1, recent efforts have very nearly successfully
transmitted a detonation in JP8/air mixtures. Further details on 10

the ignition dynamics are clarified in Figures 2 and 3, which r•,,f,,bito
show both pressure OH emission during split detonation Figure 4. Deflagration to Detonation Transition

initiation and conventional spark discharge respectively. The time (from ignition) versus equivalence ratio.

rise in pressure and OH signal (which is inverted in the figures
above) does not occur until nearly 10 milliseconds after spark discharge. In contrast, the rise in pressure and
OH is virtually instantaneous with the arrival of a split detonation into the detonation tube.

Although split detonation has not yet resulted in direct initiation of HC/air mixtures, it has set new
benchmarks for DDT time as shown in Figure 4. These results are even more impressive when 6-16
milliseconds are added to conventional spark ignition DDT times for chemical induction time. This order of
magnitude reduction in total DDT time is an enabling technology for high frequency, and thus high thrust
density operation on practical fuels. These ignition times were obtained at static flight conditions, and yet are
still shorter than the previous high frequency ignition records obtained previously at supersonic flight conditions
which were greatly aided by the stagnation pressure and temperature recovery.
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Previously identified fill dynamics have been used advantageously for optimizing nozzle performance and
ignition timing. These same flow dyamics, as shown in the pressure oscillations of Figure 5, were used to
examine the effects of heat transfer on charge temperature. Convective heating of the incoming charge occurs
due to heat transfer from high velocity products depositing heat in the detonator tubes. Even though this only
occurs for milliseconds, the effects can be dramatic, as shown in the calculated charge temperatures reported in
Figure 6. The charge temperature was obtained by deriving the speed of sound from the 'bounce' of the
compression and expansion waves shown in Fig. 5. This temperature rise can result in significant decreases in
charge density, and thus competes with faster combustion chemistry for detonability and ultimately detonation
performance. For example, charge heating can attenuate thrust by as much as 40% due to loss of charge density
and shortened blow-down times. They highly unsteady heat transfer is undergoing further study in order to
control this loss mechanism and optimize performance.

Promising results from regenerative fuel cooling to provide supercritical fuel injection have been extended
1175F fuel injection temperatures. Previously, this system was developed for looking at the effects of
supercritical fuel injection. A catalyst was applied to the next-generation, higher temperature heat exchanger in
order to promote endothermic effects which will theoretically promote DDT. Preliminary results are extremely
positive as shown in Figure 7. At the higher fuel injection temperatures, ignition times were reduced by a factor
of two. This dramatic impact can only be explained by endothermic effects, which are currently being further
quantified. In addition to the dramatic reduction in ignition and DDT time, endothermic fuel injection
temperatures resulted in a new benchmark for lean hydrocarbon/air detonation initiation. At an equivalence
ratio of 0.7, hydrocarbon/air mixture are not normally detonable in detonation tubes of this configuration.

X

Tub 3
T u b e 2 '6a . . ... . . . .. . . . . . . . . . . . . . . . . . . . . . .

Tube 1

Figure 8. Multitube detonation driven ejector experimental setup.

Progress in exhaust relaxation processes includes nozzle studies, back pressurization at altitude, and
unsteady detonation/ejector flow dynamics. The previously identified, unsteady detonation blow down process
is conducive to exhaust vortex formation, which interacts with ejector inlets for dramatic performance
improvements, results with single detonation tube driven ejectors were used in designing several multi-tube
ejector configurations, such as that shown in Figure 8. In general scaling rules were found to be consistent for
single and multi-tubes despite the interaction of tube blow down dynamics. The tube-to-tube variations
observable in Figure 9 were found to be the result of the interaction of fill and blow-down fluid dynamics with
the secondary flows.
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There was little difference between the augmentation of the detonation tubes as they were fired individually
even though, tubes one and three were a full diameter off of the center of the ejector, confirming results found
with single tube off-axis detonation driven ejectors. The combination of two tubes firing had very similar
results with an augmentation ratio of approximately 1.4. The augmentation of the out-board tube combination,
tube 1 and 3, appeared to drop at high axial downstream locations. It was noted however, that the augmentation
of the 2, 3 tube combination, which had a significantly longer delay between the detonations entering the ejector
had a slightly higher augmentation, possibly indicating an interaction. With all three tubes firing, there was a
definite interaction as the augmentation level dropped to between 1.25 and 1.3. The ejector studied was not
optimized for diameter ratio and does not have a diffusion section but the augmentation results compare well
with other investigators. Although a simpler geometry was used for this parametric study, utilizing diverging
ejectors with multi-tube ejectors should result in significant increases in both augmentation ratio and thrust
density. In addition, the linear engine employed for this study will be used to examine a linear multi-tube
ejector. Now that simple ejector designs have been validated, a more optimum configuration will be fabricated
and studied with more practical circular tube arrays.

Divergence in detonation driven ejectors has been found to result in significantly improved pressure
recovery, as shown in Figure 10. Contrary to common faith that diverging nozzles improve thrust via providing
a positive pressure thrust surface, static surface pressure measurements indicate that the enhanced pressure
recovery obtained with a divergent nozzle actually improves suction on the ejector inlet.
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TITLE: BREAKUP OF LIQUID STREAMS AT HIGH PRESSURE

Grant/Contract Number: W91 1NF-06-1-0225

Principal Investigators: William A. Sirignano and Daniel D. Joseph

Department of Mechanical and Aerospace Engineering

University of California, Irvine, CA 92697-3975

SUMMARY/OVERVIEW:

The purpose of this study is to identify the role of cavitation in high pressure atomization.
The flow in a liquid injector and the resulting jet are analyzed by means of numerical simulation
of two-phase flow. This study will lead to a better understanding and predictive capability of
effects of cavitation inside the injector on the breakup process.

THECHNICAL DISSCISION

Background

Recent experimental studies [1-4] show that the occurrence of cavitation inside the nozzle
makes a substantial contribution to the breakup of the exiting liquid jet. In the traditional
criterion of cavitation, cavitation occurs when the pressure drops below the breaking strength of
liquid (P,) which in an ideal case is the vapor pressure at local temperature. Winer and Bair [5]
and, independently, Joseph [6] proposed that the important parameter in cavitation is the total
stress which includes both the pressure and viscous stress. Kottke, Bair and Winer [7] conducted
an experiment on cavitation in creeping shear flow where the reduction of hydrodynamic
pressure does not occur. However due to high shear stress they observed appearance of
cavitation bubbles at pressures much higher than vapor pressure. Archer et al. [8] observed a
drop in the shear stress in start-up of steady shearing flow of a low-molecular-weight polystyrene
due to opening of bubbles within the flow at stress equal to 0.1 MPa.

To study the mechanisms by which cavitation enhances the breakup process, a numerical
model is developed via finite volume method and using of level-set formulation to track the
interface and model the surface tension. The code is validated with several benchmark problems
and compared with available literature.

Flow through an aperture

Flow of a liquid through an aperture is one of free jet problems that offers an analytic
solution for the flow field. It has been proved [9] that for a viscous potential flow(VPF), the
constant speed condition on the free surface leads to zero normal viscous stress on the free
surface, hence satisfies the boundary condition of viscous flow as well. The full Navier-Stokes
equations (N-S) for the aperture flow are solved numerically for Reynolds numbers, Re, between
I and 1000 and Weber number, We, between 10 and 1000. Employing the theory of viscous
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potential flow the viscous stresses could be found and using the total-stress criterion for
cavitation, the regions that are vulnerable to cavitation are identified and the results are
compared to the solution of viscous potential flow. For high Reynolds numbers solutions are
similar except in boundary layers.

Flow through an axisymmetric orifice

A numerical simulation of two-phase incompressible flow is conducted in an
axisymmetric geometry of the orifice [10]. The orifice has a rounded upstream comer with radius
r and a sharp downstream comer with length-to-diameter ratio (L/D) between 0.1 and 5. Figure 1
shows an example of solution for velocity field and pressure field for Re=2000 and We=1000.
The total stress including viscous stress and pressure has been calculated in the flow field and,
from there, the maximum principal stress is found (TI 1). The total-stress criterion for cavitation is
applied to find the regions where cavitation is likely to occur and compared with those of the
traditional pressure criterion. Results are shown in Figure 2. It is observed that the viscous stress
has significant effects on cavitation especially for nozzles with larger length-to-diameter ratio.
Figure 3a shows the threshold value of cavitation number above which cavitation occurs in the

nozzle. Cavitation number is defined as K = P. - Pd where Pu, Pd are upstream and downstream

pressures, and P, is the critical pressure. The effect of geometry and occurrence of hydraulic flip
in the orifice on the total stress is also studied. Here flow in nozzles with different radii of
curvature at the inlet comer is considered. r/D is varied between 0.01 and 0.04 while keeping
other parameters of the flow and domain constant. Figures 3b and 3c show the threshold value of
K versus r/D. For both Reynolds numbers of 1000 and 2000, the Kth increases as the r/D
increases. This is expected because the larger the radius of curvature, the smaller the increase in
velocity and drop in pressure, so the less chance of cavitation.

0 *1

Figure 1. Velocity profiles and contours of(p-pd)/½2pU2 for flow with Re=2000

1 K=2 K=5K2 =
K=1

0.5 0.5

SJ.0 6 x
505 1 J5 6 X 0!5

(a) (b)
Figure 2. The cavitation threshold curves on which Ti I + Pc = 0 in different flows with

K = 2; 5; 10; Re= 1000, We=1000; L/D=1, (a) total stress criterion, (b) pressure criterion
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Figure 3. Threshold values of K above which cavitation occurs in the orifice for L/D=2.

Laminar jet breakup

The flow of a liquid through a nozzle and resulting jet in a stagnant gas is investigated
numerically [11]. The flow is considered to be laminar and axisymmetric. Creation and growth
of surface waves due to Kelvin- Helmholtz and capillary instabilities leading to breakup of jet
are captured. The disturbance in jet is caused by perturbing the mass flux of liquid through
nozzle. Effects of the geometry such as length-to-diameter ratio and curvature of comers of the
nozzle on the growth of interfacial waves and breakup distance are studied. It is observed that
longer nozzles create a more stable jet with longer breakup distances. Further calculation will
address higher values of Re and We.

5

20 40o x 60o

Figure 4. Liquid jet emerging from a nozzle with L/D=I and r/D=0.04 at Re-500 and We = 50

Bubbles in the flow

The growth and collapse of cavitation bubbles in the nozzle flow is simulated by a one-
way-interaction model. This analysis provides with the effects of different flow parameters such
as Reynolds number, Weber numbers and size of nucleation sites on the cavitation characteristic.
In the one-way interaction it is assumed that a nucleation cite which could be represented as a
sub-micron size bubble is moving with the local velocity of flow and as it reaches the low
pressure regions, near corners, it expands and creates a cavitation bubble and later by moving to
higher pressure regions, it will collapse. Also, it is assumed the existence of the bubble will not
significantly change the flow field around it. In the future, this model will be expanded to
consider a two-way-interaction between bubbles and the flow, where the change in the flow field
due to bubble growth and collapse will also be modeled.

Starting from a point in the flow, one can find the streamline and position of particle with
time and pressure felt by particle. Then, this pressure is used to solve the equation governing size
of the bubble. Figure 5 shows the pressure and bubble size in a flow with Re=1000. In the low
pressure region near the comer, bubbles grow and then collapse.
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Figure 5. (a) Pressure vs. x-component of bubbles position in the orifice, (b) bubble size relative
to its original size

References
[I] N. Tamaki, M. Shimizu, K. Nishida, and H. Hiroyasu, "Effects of cavitation and internal flow
on atomization of a liquid jet", Atomization and Sprays 8, 179 (1998).
[2] N. Tamaki, M. Shimizu, and H. Hiroyasu, "Enhancement of the atomization of a liquid jet by
cavitation in a nozzle hole", Atomization and Sprays 11, 125 (2001).
[3] H. Hiroyasu, "Spray breakup mechanism from the hole-type nozzle and its applications",
Atomization and Sprays 10, 511 (2000).
[4] F. Payri, V. Bermudez, R. Payri, and F. J. Salvador, "The influence of cavitation on the
internal flow and the spray characteristics in diesel injection nozzles", Fuel 83, 419 (2004).
[5] W. 0. Winer and S. Bair, "The influence of ambient pressure on the apparent shear thinning

of liquid lubricants-an overlooked phenomenon" (1987), conference Publication Vol.1 London
Inst. Mech. Eng. C190-87, 395-398
[6] D. D. Joseph, "Cavitation and the state of stress in a flowing liquid", Journal of Fluid
Mechanics 284, 367 (1998)
[7] P. A. Kottke, S. S. Bair, and W. 0. Winer, "Cavitation in creeping shear flows", AICHE

Journal 51, 2150 (2005)
[8] L. A. Archer, D. Ternet, and R. G. Larson, "fracture phenomena in shearing flow of viscous
liquids", Rheologica Acta 36, 579 (1997)
[9] S. Dabiri, W. A. Sirignano, D. D. Joseph, "Two-Dimensional Viscous Aperture Flow:

Navier-Stokes and Viscous-Potential-Flow Solutions", In preparation for publication.
[10] S. Dabiri, W. A. Sirignano, D. D. Joseph, "Cavitation in an orifice flow", Accepted for

publication in the Physics of Fluids.
[11 ] S. Dabiri, W. A. Sirignano, "Breakup of a laminar axisymmetric liquid jet", to be presented
at 20th ILASS Conference, May 2007.

23



SHOCK TUBE MEASUREMENTS OF LIQUID FUELS COMBUSTION KINETICS
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SUMMARY/OVERVIEW:

We report results of high-temperature shock tube research aimed at improving knowledge of
the combustion behavior of diesel, jet and related fuels. Research is being conducted in three
Stanford shock tube facilities and current work focuses on the following topics: (1) ignition delay
time measurements of gasesous jet fuels (JP-8 and Jet-A) at high pressures and low temperatures;
(2) mid-IR laser absorption measurements of species time-histories and decomposition rates of n-
heptane and n-dodecane; (3) ignition delay times of n-dodecane, jet fuel and diesel using the
aerosol shock tube technique; and (4) ignition delay time measurements of gaseous
methylcyclohexane (MCH) at high and low pressures.

TECHNICAL DISCUSSION:

Validation of the predictive power of large reaction mechanisms and development of reduced
mechanisms describing the pyrolysis, oxidation and ignition of practical fuels require a reliable
database of experimental combustion targets such as ignition delay times and species
concentration time-histories. Only a limited amount of shock tube ignition time data presently
exist for the heavier practical fuels and fuel components, and virtually no shock tube species
time-history measurements exist for reactants (practical fuels and pure surrogate components),
small transient radical species (such as OH, HCO, CH 3, and benzyl) and combustion products
(H20, CO and CO2). To help remedy this deficiency, we have launched an effort to build a
unique database of ignition time and species concentration time-history measurements derived
from in-house shock tube studies. This database will cover fuel components, such as n-alkanes,
branched alkanes, cyclo-alkanes, alkenes and aromatics, as well as surrogate mixtures, and
practical fuels including gasoline, jet fuel and diesel. We will use this database to validate and
refine existing reaction mechanisms and to develop and test proposed surrogate fuel mixtures;
and of course we will make this database available to others.

Jet Fuel knition Time Measurements: Ignition delay times were measured for gas-phase jet fuel
mixtures (Jet-A and JP-8) in air behind reflected shock waves in a heated high-pressure shock
tube. Initial reflected shock conditions spanned the following wide ranges: temperatures of 715-
1220 K, pressures of 17-51 atm, equivalence ratios of 0.5 and 1, and oxygen concentrations of 10
and 21 % in synthetic air. Ignition delay times were measured using sidewall pressure and OH*
emission at 306 nm. See Figs. I and 2. Longer ignition delay times at low temperatures (700-
850 K) were accessed by utilizing driver-gas tailoring methods. The Jet-A/JP-8 results have very
low scatter and are in excellent agreement with the very limited previous data, all from Dean et
al. [2006]. A simple I/P dependence was found for ignition delay times from 874 to 1220K for
the pressure range studied for both fuels. A clear trend of longer ignition delay times for the lean
(0=0.5) when compared to the stoichiometric case (0=1.0) was evident and also for the 10 % 02

24



data when compared to the 20.7 % 02 data. Test times in excess of 4 ms were achieved, using
He/N 2 driver-gas tailoring methods to study the NTC region (near 700 K). At low temperatures
(700-850 K), ignition delay times were longer (> 2 ms) and showed negative temperature
coefficient (NTC) type behavior. Ignition delay times are relatively insensitive to small
variations in the temperature in the NTC region, though at the lowest temperatures (-700K),
ignition delay times increase with decreasing temperature. Using different jet fuel surrogate
mixtures, the new experimental results were compared with predictions of several kinetic
mechanisms including Ranzi et al. [2006], Zhang et al. [2006], Mawid et al. [2006], and
Lindstedt and Maurice [2000]. Work is in progress to study jet fuel samples with different
cetane numbers and selected jet fuel surrogate components and mixtures, over a range of
pressures, temperatures and equivalence ratios.
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Fig. 1. Jet-A/Air ignition delay time measurement. Fig. 2. Jet-A/Air ignition delay times as a function of
Near-ideal behavior of the shock tube is represented temperature. Current models do not accurately capture the
by the pure-N2 pressure trace, behavior in the lower temperature (NTC) regime.

n-Heptane Decomposition Measurements using Mid-IR Laser Absorption: We have recently
developed (under AFOSR support) a novel multi-wavelength mid-IR laser absorption diagnostic
for fuel concentration measurements. We utilize a unique difference-frequency-generation
(DFG) laser system that rapidly alternates (-200 kHz) between two-mid-IR wavelengths. The
mid-IR wavelengths are tailored to the quantities of interest including the concentration of
specific hydrocarbons and temperature. Our two-color diagnostic has been used successfully to
measure fuel concentration in the presence of interference from aerosol scattering or from
another absorbing species.

The first application of this new diagnostic has been to study n-heptane pyrolysis; see Figs. 3
and 4. A simultaneous measurement of temperature and n-heptane were made in shock-heated
heptane/argon mixtures. Preliminary measurements of the overall rate of decomposition for
heptane show good agreement with previous high-temperature data using CH 3 absorption, also
performed in our laboratory, and the reaction rates proposed by Davis and Law (1998). Future
experiments will be directed at studying specific reaction pathways that lead to ethylene and
methane, two additional hydrocarbons that can be measured by our new methods.

Aerosol Shock Tube Measurements of n-Dodecane Ignition Delay Times: We have developed a
method to study low-vapor-pressure fuels in a shock tube using aerosol fuel loading. This
method has several advantages over existing methods: reactants are not preheated in the mixing
assembly or shock tube as occurs in conventional heated shock tube experiments; and the
measurement does not have the spray loading non-uniformities or slow evaporation times found
in shock tube experiments that use direct spray injection using high-pressure diesel injectors.

25 2



08T 10

p5 - 1 83 aim -mN•fwm

07', heptan* argoni i 10

0 2, - heglane ab~orpban
- k ((N~coew) 9 !30 (1V$] 10" n-Hoplan. Da'comlwOif.o•.,

- - -Wc~~ 33 g

-- - k(0¢.,o•) !0% C7H16 = Products.

Tm. [u7] 100h•T (,K]

Fig. 3. Heptane pyrolysis concentration time-history Fig. 4. Heptane overall decomposition rate: C7H16 =

measured using mid-IR laser absorption at 3410 and products. Agreement with higher temperature
3433 nm. Rate determination using the Davis and Law measurement of Davidson et al. (2007) and the Davis
[1!998] mechanism, and Law (1 998) recommended rate.

The aerosol shock tube method develop in this program permits the direct measurement
of ignition times for high concentrations of low vapor pressure fuels at such as JP-8 and diesel
and surrogates such as decane, dodecane and hexadecane. To quantify the amount of fuel in our
mixtures for these experiments we employ gas-phase mid-IR laser absorption. Ignition delay
times were measured in n-dodecane/20% O2/balance argon mixtures for equivalence ratios of 0.5
at pressures near 6 atm for temperatures from 1030 to 1350 K. These are the first high-
concentration n-dodecane ignition measurements using the aerosol method; see Figs. 5 and 6.
These measurements have been compared with ignition delay time measurements made in
Stanford's heated shock tube at 20 atm [Vasu et al., 2006] and good agreement is found between
the two methods. We have also measured ignition delay times in JP-7 and diesel (DF-2) using
this method. Future work includes extension of this method to heavier fuel components such as
hexadecane.
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there is a critical need for high-temperature MCH ignition data. Though limited shock tube
studies of MCH ignition delay times have been performed previously at low-pressures, no high-
pressure shock tube MCH ignition measurements have been reported. In the current study, we
have measured ignition delay times of MCH mixtures over a wide range of conditions including
pressures of 1-50 atm, temperatures of 795-1560 K and equivalence ratios of 0.5-2.0. Ignition
delay times were measured behind reflected shock waves using pressure and emission
diagnostics (CH*, OH*) at side wall locations; see Figs. 7 and 8. Our high-pressure
measurements near 45 atm showed NTC type behavior and complement recent ignition time
studies of MCH in a RCM by Pitz et al. [5]. Future work will study the apparent near-zero
pressure dependence of the ignition times at very low temperatures.
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Fig. 7. Ignition delay time measurement for MCH/Air. Fig. 8. Comparison of MCH ignition delay time

measurements with RCM data of Pitz et al. (2006).
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SUMMARY/OVERVIEW
Propulsion systems represent a substantial fraction of the cost, weight, and complexity of Air

Force aircraft, spacecraft, and other weapon-system platforms. The vast majority of these
propulsion systems are powered through combustion of fuel; therefore, the detailed study of
combustion has emerged as a highly relevant and important field of endeavor. Much of the work
performed by today's combustion scientists and engineers is devoted to the tasks of improving
propulsion-system performance while simultaneously reducing pollutant emissions. Increasing
the affordability, maintainability, and reliability of these critical propulsion systems is a major
driver of activity as well. This research effort is designed to forward the scientific investigation
of combustion phenomena through an integrated program of fundamental combustion studies,
both experimental and computational, supported by parallel efforts to develop, demonstrate, and
apply advanced techniques in laser-based/optical diagnostics and modeling and simulation.

TECHNICAL DISCUSSION
Acetylene Measurements by ERE-CARS. Measurements of acetylene (C2H2) concentration

are important for understanding many combustion processes. Acetylene plays an important role
in the chemical kinetics of both soot initiation and growth, and also in the formation of
polycyclic aromatic hydrocarbons. Measurements of acetylene, moreover, are useful for
understanding surface chemistry related to chemical vapor deposition as well as to carbon
nanotube synthesis via combustion. Electronic-resonance-enhanced coherent anti-Stokes Raman
scattering (ERE-CARS) spectroscopy was used to obtain acetylene spectra at pressures ranging
from 0.1 to 8 bars. Visible pump and Stokes beams are tuned into resonance with Q-branch
transitions in the v2 Raman band of acetylene. An ultraviolet probe beam is tuned into resonance
with the A - 1 electronic transition of C2H2, resulting in significant electronic resonance
enhancement of the CARS signal. Figure 1 shows a comparison between theoretical and
measured spectra for pulse energies of 2 mJ/pulse, 2 mJ/pulse, and 0.5 mJ/pulse for the pump,
Stokes, and probe beams, respectively. Reasonably good agreement is achieved between theory
and experiment. The remaining differences between theory and experiment are probably due to
slight saturation of the experimental spectrum. Figure 2 shows that the square root of the
integrated ERE-CARS signal increases sharply with increasing pressure from 0.1 to 4 bars and
then increases gradually beyond 5 bars at 300 K. The detection limit under the experimental
conditions presented here is approximately 25 ppm at room temperature. Future research will
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focus on investigating the pressure-scaling laws and the detection limit at elevated temperatures

under realistic gas-turbine operating conditions.
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Fig. 1. Comparison between experimental and Fig. 2. Variation of the square root of the
theoretical C 2 H 2 ERE-CARS spectra for 1% integrated C 2H 2 ERE-CARS signal with
C 2 H2 in N 2 buffer gas at 0.05 bars and 300 K. increasing pressure in the pressure range from

0.05 to 8 bars.

Femtosecond Coherent Anti-Stokes Raman Scattering Thermometry. Despite major advances
in femtosecond (fs) lasers over the last decade, the use of these systems for gas-phase diagnostics
and sensing has been minimal. The cost of these systems has been one barrier to their use, but a
more serious barrier to the development of fs-laser-based diagnostic techniques has been a lack
of understanding over how to couple spectrally broad fs laser pulses with much narrower
resonance transitions in gases. For Raman resonances, there are numerous pump-Stokes
frequency "pairs" under the laser spectral envelope that can contribute to resonance excitation.
Fs CARS and other fs-laser-based techniques have the potential to revolutionize the field of gas-
phase diagnostics because fs laser technology addresses many limitations that have plagued ns
laser techniques for over two decades. For example, a 10-Hz repetition rate is typical for
"standard" CARS experiments performed with ns Nd:YAG and dye lasers. Preliminary fs CARS
experiments indicate signal levels are sufficiently high that single-laser-pulse measurements are
possible, enabling the acquisition of CARS spectra at data rates of 1 kHz (or higher as fs laser
technology advances). These high data rates are advantageous for diagnostics in turbulent
flames and for measurements in advanced combustors in large-scale test facilities where test time
is limited and very expensive.

Time-resolved fs CARS spectroscopy of nitrogen molecule was applied to the measurement
of temperature in near-adiabatic hydrogen-air diffusion flames. The initial dephasing rate
(generally up to 10 ps after the excitation) of the Raman coherence induced by the ultrafast (80
fs) pump and Stokes beams is used to measure temperature. This initial dephasing rate of the
Raman coherence is completely independent of collisions and depends only on the extent of the
transition bandwidth, which is a function of temperature. A simple theoretical model based on
impulsive excitation of the Raman coherence followed by signal decay, arising due to the
frequency mismatch of the various spectral components that contribute to the coherence, is used
to extract temperature information from the experimental signal. The temperatures extracted
from time-resolved fs-CARS signals show excellent agreement with the theoretical temperatures
calculated using adiabatic reaction mechanisms, as depicted in Fig. 3.
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Fig. 3. Comparison of temperatures extracted from time-resolved fs-CARS signals with calculated adiabatic flame
temperatures.

Direct Comparison of Ballistic Imaging and Shadowgraphy in Dense Sprays. Time-gated fs
ballistic imaging was compared directly with traditional shadowgraphy techniques for
visualizing core structures in dense sprays produced with various model rocket injectors. The
optical components for the ballistic-imaging system are based on a previous design used for gas-
turbine augmentor sprays. For the current work, a number of innovations were implemented, as
shown in Fig. 4, to test feasibility for the rocket-spray environment. First, the new optical
system uses an 80-fs laser system instead of the 40-fs system used in previous work. The new
new laser is much more stable and fits neatly in a single, hardened 2 ft x 4 ft box as opposed to
the four separate boxes associated with the original laser system. In the new system, a thin-film
polarizer is used rather than a fixed beamsplitter to control the distribution of laser energy
between the imaging and switching beams. When coupled with an upstream half-wave plate and
additional polarizers downstream, this enables fine control of the laser energy in each beam with
full utilization of the available laser energy. Another important change in the current system is
the use of a 1:4 upcollimating system to provide four times the viewing area (16.25 mm x 16.25
mm) as compared with the previous system. To ensure the spray is relay imaged into the
camera, a single focusing lens is used in the imaging beam between the spray and the camera.
This provides a diffraction-limited beam at the CCD imager without complicated alignment. All
lenses are removed from the optical-Kerr-effect (OKE) switching beam to minimize the
introduction of stray biref-ingence in the switching beam and reduce undesired leakage through
the second polarizer. Furthermore, the imaging screen is eliminated and the imaging beam sent
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Fig. 4. Schematic diagram of the improved ballistic-imaging system.

directly into the CCD camera, significantly reducing background scattering introduced by the
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imaging screen and increasing the light-collection efficiency of the system. Finally, a more
robust alignment is achieved by implementing the delay stage in the switching-beam path,
substantially reducing alignment difficulties associated with the imaging-beam path.

A comparison of ballistic imaging with the shadowgraphy technique for a dense spray is
shown in Fig. 5. It is evident the ballistic images provide superior visualization of the liquid core
regions of the spray and enhanced discrimination against the surrounding cloud of droplets as
compared to traditional shadowgraphy achieved with either the ultrafast fs laser source or the cw
source.

Air 0.01 Ib/s (192 m/s) Air: 0.01 lb/s (192 m/s) Air 0.009 lb/s (168 m/s)
Water: 0.5 GPM Water 0.5 GPM Water: 0.5 GPM

Nozzle: 5 mm Exit Nozzle: 5 mm Exit Nozzle: 5 mm Exit

Time-Gated Ballistic Shadowgraphy Shadowgraphy
Imaging with fs Laser with fs Laser with HeNe Laser

Fig. 5. Direct comparison of ballistic imaging and shadowgraphy in a dense spray.
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SUMMARY/OVERVIEW
Two-point time-series measurements of OH have been obtained in four turbulent partially

premixed H2/CH 4 - air flames by employing the recently developed two-point picosecond time-
resolved laser-induced fluorescence (PITLIF) technique. Spatial and temporal autocorrelation
functions, and corresponding integral length and time scales, were computed from the time
series, permitting a detailed investigation of [OH] structures within the partially premixed
flames. By varying the Reynolds number and fuel-stream equivalence ratio, the effects of these
parameters on the integral length and time scales were examined. Interpretation of these results
relies on knowledge of turbulent nonpremixed jet flames and premixed combustion, which
highlights turbulence-chemistry interactions.

Taking advantage of the high-speed measurement capacity of PITLIF, thermoacoustic
instabilities were also investigated in a Rijke combustor. Simultaneous pressure and [OH] time
series were obtained in preliminary studies of a premixed CH 4 - air flame supported on a flat
honeycomb ceramic flameholder in a closed-open tube configuration. These time series were
analyzed using statistical and spectral techniques similar to those utilized for the turbulent
partially premixed flames, as well as for singular spectrum analysis (SSA). Capable of analyzing
both stationary and non-stationary phenomena, SSA provides an additional tool for studying
thermoacoustic instabilities in combustors.

TECHNICAL DISCUSSION
1. Partially Premixed Flames

Turbulent partially premixed flames (PPFs) are an important mode of combustion owing
to their pervasiveness in practical combustion systems, including most gas-fired furnaces, gas-
turbine engines, direct-injection engines, and even nonpremixed combustion systems with local
extinction and reignition. Unlike nonpremixed and premixed flames, which typically contain a
single reaction zone and can conveniently be described by a single conserved scalar, PPFs
display complex flame structures often involving double- or even triple-flames,' 2 hence giving
rise to great difficulties in modeling PPFs. Quantitative experiments are thus valuable to
elucidate flame structures and to validate combustion models.

Multi-point high-speed measurements provide important perspectives to understand
turbulent combustion. In particular, two-point time-series measurements of important scalars,
such as temperature3 and mixture fraction 4, which have been demonstrated with high repetition-

' Z. Shu, C. W. Choi, S. K. Aggarwal, V. R. Katta, and I. K. Purl, Combustion and Flame 118 (1999) 91-107.
2 R. Azzoni, S. Ratti, S. K. Aggarwal, and I. K. Puri, Combustion andFlame 119 (1999) 23-40.
3 C. Ghenai and I. Gokalp, Experiments in Fluids 24 (1998) 347-353.
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rate, laser-based techniques, reveal temporal as well as spatial statistics and shed light on the
structures and dynamics of scalars within flames. By implementing two-point PITLIF5-6, two-
point time series of minor species concentrations, such as [OH], can be obtained to study
interactions between hydrodynamic mixing and combustion chemistry, as has been successfully
demonstrated in a set of turbulent nonpremixed jet flames6-7 . In the present study, a recently
developed two-point PITLIF technique is applied to a series of turbulent partially premixed
H2/CH 4-air jet flames, with different fuel-stream equivalence ratio (0) and Reynolds number
(Re).

As shown in Figure 1, distinct 4
double [OH] peaks can be found for a . = 1.45, Re 15,000

S...... D = 1.6, Re = 15,000
partially premixed flame with (ID = 1.2, E (D = 1.6, Re =10,000

where the inner peak is the rich premixed a 3D = 2.0, Re = 15,000

flame front and the outer peak the 0
Enonpremixed front. With increasing D, i,2

the two flame fronts start to merge, and o
eventually disappear for (D = 2.0. An
increase in Reynolds number also causes c 1"
the two flame fronts to merge. At the "._
same z/D, the nonpremixed peak has a - 0
higher OH concentration than the 0
premixed peak, as the OH radical is 0 2 4 6 8 10 12 14 16 18 20
mainly produced through oxidation r (mm)
reactions within the nonpremixed front. Fig. 1. Radial profiles of time-averaged [OH] for the four

Peak [OH] values decrease with flames at z/D = 10.

increasing downstream distance, which
can be attributed to the enhanced residence time for slow three-body recombination reactions.
The FWHMs of the [OH] profiles also increase with height, indicating a thickened OH zone and
greater flame corrugation.

Figure 2 shows typical time-series data measured at the mean nonpremixed and premixed
peaks for the (D = 1.45 case at Re = 15000. Compared with the nonpremixed peak, the rich
premixed peak features rapid [OH] fluctuations with greater amplitude and intermittency. The
corresponding temporal autocorrelation function, as shown in Fig. 3, displays a steeper decay at
the mean premixed peak. This distinction between two flame locations can be explained by
differences in flame structure. The rich premixed front is located within the mixing layer lower
in the flame and is thus strongly affected by jet turbulence; in contrast, the nonpremixed front
lies close to (or even outside) the edge of the turbulent mixing layer which, together with
residual laminarization, leads to relatively slow fluctuations in [OH] 7 . Moreover, the premixed
front can propagate and is thus more susceptible to flow-field variations. Both factors contribute
to rapid [OH] fluctuations at the mean premixed peak.

4 M. E. Kounalakis, Y. R. Sivathanu, and G. M. Faeth, Journal of Heat Transfer 113 (1991) 437-445. (1991).
5 J. Zhang, K. K. Venkatesan, G. B. King, N. M. Laurendeau, and M. W. Renfro, Optical Letters 30 (2005), 3144-
3146.
6 j. Zhang, G. B. King, N. M. Laurendeau, and M. W. Renfro, Two-point time-series measurements of hydroxyl
concentration in a turbulent nonpremixed flame. Applied Optics, accepted for publication (Apr. 2007).
7 j. Zhang, G. B. King, N. M. Laurendeau, and M. W. Renfro, Two-point OH time-series measurements in non-
premixed turbulent jet flames, Proceedings of the 2006 Technical Meetings of the Central States Section, The
Combustion Institute, Cleveland, OH, 2006.
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Spatial autocorrelation functions for the flame with (D = 1.45 and Re = 15000 are shown
at the nonpremixed peak in Fig. 4a. In general, the spatial autocorrelation functions broaden
with downstream distance, indicating an increased coherence length, which is similar to that in
nonpremixed jet flames 7 and can thus be similarly attributed to a growth in the mixing layer and
to thickened OH structures. The spatial autocorrelation functions are typically not symmetric
with respect to displacement Ar along the fuel and air sides, a behavior probably due to the
proximity of the measurement location to the jet axis and the presence of an additional flame
front. At z/D=10, the spatial autocorrelation function exhibits a negative value at large
displacements, instead of an exponential approach towards zero, as found in most turbulent
nonpremixed jet flames.
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Fig. 2. Representative time series of [OH] at the mean Fig. 3. Hydroxyl temporal autocorrelation functions at
nonpremixed peak (PN) and the mean premixed peak the mean nonpremixed peak (PN) and mean premixed
(PP) within the flame at (D = 1.45 and Re = 15000 for peak (PP) for the flame at 0 = 1.45 and Re = 15000 for
z/D=10. z/D= 10.

This behavior may suggest the presence of large-scale coherent structures, i.e., vortices. Figure
4b displays corresponding spatial autocorrelation functions at rich premixed peaks. Compared
with those at the nonpremixed peak, the spatial autocorrelation functions at the premixed peak
are typically broader. Moreover, in the near-nozzle region (z/D= 10), the spatial autocorrelation
function displays much greater asymmetry between the fuel-side and air-side displacements,
which can be explained by the fact that this location is even closer to the jet axis.
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Fig. 4. Measured spatial autocorrelation functions for the flame with D = 1.45 and Re = 15000 at the (a) mean
nonpremixed peak (PN) and (b) mean premixed peak (PP).
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2. Rijke Combustor
Thermoacoustic instabilities (TAIs) have always been an obstacle in the design and

operation of solid and liquid rockets8 as well as of gas turbines and thrust augmentors 9. In the
present section, the application of PITLIF to the study of thermoacoustic instabilities is discussed
for an optically accessible Rijke tube combustor. A Rijke combustor is perhaps the simplest
configuration capable of self-excited TAIs. Operating points for the combustor over a range of
flowrates and equivalence ratios have been determined and preliminary time series have been
obtained of both pressure and relative [OH]. Additionally, the use of an alternative analytical
technique is explored applicable to non-stationary time series.

The Rijke combustor consists of a stainless steel tube of dimensions 9.0x9.0x91.4 cm,
with the height extendable to 152 cm. Fused quartz windows permit optical access for laser-
based measurements. The tube operates in an acoustically closed-open configuration, with
premixed CH 4-air entering the bottom through a sintered metal plate. The flameholder is a 62
cell/cm 2 cordierite honeycomb with variable axial position. When the flameholder is at the tube
midpoint the second standing wave mode is excited in fulfillment of the Rayleigh criterionl°. The
result is a transient increase in sound pressure followed by a steady-state limit cycle.

The limit cycle [OH] oscillations are shown in Fig. 5, along with an associated pressure
time series. Corresponding power spectra show peaks RelaUve [OH] Time Series1.6.

at the second mode of the tube (189 Hz), as well as
harmonics of this frequency. For Fig 5, z is the 1.4 . - .
height above the flameholder, D is the equivalence 1.2
ratio, and Q is the total flow rate. In addition to IS0.8 .. | | ... *--.

Fourier analyses; these data were examined using 06 -

singular spectrum analysis (SSA) , a procedure . iiii
0.4

designed to extract information from short, noisy 0.2 .
and/or non-stationary time series. SSA is thus

0.0
capable of providing new insight into the physics 0.00 0.02 0.04 0.06 0.

unresolved by Fourier analyses. ime (5)

The starting point of SSA is to embed the 0.015 Pressure Time Series

time series (P(t): t = 1, ... , N) in a vector space of 0.010

dimension M, essentially representing the time series
0 .0 0 5 .. .. ... ... .. ...... ..

as a trajectory in phase space of the hypothetical . oo
system that generated the time series. In more 0.000ooo

general terms, this approach creates a succession of -0.005

overlapping 'views' of the series through a sliding M- 0.010

point window which is used to create a covariance
matrix. Linear algebraic techniques can then be -0.01s

0.00 0.02 0." 0.06 0.4
applied to this matrix to produce a noise-reduced lime(s)

reconstruction of the original time series. SSA has Figure 5, Relative [OH] and pressure time series

mainly been used for data adaptive signal-to-noise for z = 0.5 mm, 0 = 0.7, Q = 30 slpm

(S/N) enhancement and for recognizing patterns in
noisy time series. Furthermore, unlike spectral methods, SSA does not require the signal to be
statistically stationary and thus may be applied to non-limit cycle instabilities.

s A.A. Putnam, W. R. Dennis, Journal of the Acoustical Society of America 28 (1956) 246

9 S. Sivasegaram, J.H. Whitelaw, AIAA/SAE/ASME/ASEE 2 3 'd Joint Propulsion Conference (1987) AIAA-87-2107
10 L. Nord, A Thermoacoustic Characterization of a Rijke-type Combustor (2000), PhD Thesis, Virginia Tech
11 M. Ghil et al, Reviews of Geophyics 40 (2002) 3.1-3.41
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HIGH GRAVITY (g) COMBUSTION

(LRIR: 99PR12COR)

Principal Investigator: Dr. Joseph Zelina

Air Force Research Laboratory
AFRL/PRTC

WPAFB, OH 45433

SUMMARY/OVERVIEW
A program is underway at AFRL on a gas turbine combustor concept that uses high g-loading in a

circumferential cavity to provide the foundation for development of a low-emissions, ultra-compact,
high performance combustion system for future military and commercial aircraft. This work comprises
experimental testing as well as modeling and simulation of different high g-loaded combustion cavity
configurations. Initial tests indicate that, by using highly swirling flows, the combustor performance can
be enhanced in the form of improved combustor efficiencies at reduced combustor length.
Understanding the impact of high g-loading on the pollutant emissions, operability limits, and fuel
efficiency improvements are three major areas where the AFOSR program will progress the scientific
understanding of the physical processes involved in this novel combustion system.

TECHNICAL DISCUSSION
Background: This work addresses fundamental
combustion issues that will lead to the development
of a revolutionary propulsion system that operates
on a highly efficient, near constant temperature
(NCT) cycle instead of the constant pressure cycle
of today's engines. Such a propulsion system could
provide increased power extraction, thrust
augmentation, and specific thrust (ST)
enhancements. A key technology essential for the
development of a propulsion system that operates
on a NCT cycle is an ultra-compact combustion
(UCC) system that can be used as the main
combustor and can efficiently add heat between the Figure 1: Experimental high-g ultra-compact
turbine stages. This combustor has been referred to combustor (UCC).
in the literature as an inter-turbine burner (ITB).

An ultra-compact combustor (UCC) concept,
shown in Fig. 1, could be used in a CT cycle gas
turbine engine. As seen in Fig. 1, the guide vanes comprise the combustor. The guide vanes contain
trapped vortex pilots that are operated as part of a rich-burn, quick-quench, lean-bum mode. Cavity
combustion and cooling air are provided at the inlet of the combustor. All of the fuel is injected in the
cavity, thereby creating a rich-quench-lean configuration. The rich combustion products are transported
along the front face of the cavity and entrained into the main air stream where rapid mixing and lean
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burning take place. Circumferential transport of
Main Air Flow reacting mixture between cavities is provided by the

circumferential cavity that contributes to light-
< around on starting. The lean burn process is

- 1-1ram completed in the curved section of the vanes where
high-g forces are created. Spatial non-uniformities
of temperature and density created in the vortex

Window 8mmnn 20n cavity section and by the lateral transfer channels

C -will promote the formation of Rayleigh-Taylor
(associated with density gradients) and Taylor-
Gortler (associated with centripetal and Coriolis2 t Aaccelerations in a curved flow) vortices in the

+ A curved section of the vanes. Adverse high strain
Air jet Air Jet generated by the high-g environment will be

Fuel Jet ameliorated by the chemical reactions in these
vortices.

Figure 2: Schematic of LDV measurement The AFRL team has been working on the
Locations for positions A, B & C. Measurement premise that high g loading can provide benefits
locations are 160 downstream of fuel injector, compared to conventional gas turbine combustion

systems. A concept design for a high-g combustion
system that can serve as a main combustor or as an ITB has been completed however, understanding of
the combustion process at high g-loading conditions is necessary. The AFRL team is focused on what
we believe are the key combustion issues.

1. What are the fundamental processes that control combustion in a highly accelerated (high-g)
flows?
2. How does swirling flow from the main
air supply impact the cavity combustion 16

3. How does vitiated flow impact the high 14 * Position AB
g combustion process? 12 A Position C
4. What are the losses associated with " 10
burning in highly accelerated (high Mach E
number) flow? N 8

High g Experiments - Re-laminarization: The • 6 T
high-g combustor experiences tremendous 4

acceleration on the order of 500 -5000 g's. Early 4

work by Lewis' shows that the flame extinguishes 2
at high levels of g-loads of the order of 7000 g's. 0' ,

Initially, it was believed that the flame 0.01 0.02 0.03 0.04 0.05
extinguishes due to high velocities in the Cavity AirMasRate[kgl
accelerating flow (flame stretch) or quenching Ca cterirtac rat [ eloy
effects. Recent work in the high g combustor by Figure 3: Characteristic turbulent velocity vs.Anthenien and Zelina2 suggests that the flow may cavity mass rate for 3 measurement positions and

all operating conditions. Points indicate averagetransition to laminar flow under the high measurements. Error bars indicate entire range of
acceleration on the circumferential cavity. Other data scatter.

1 Lewis, G.D., "Centrifugal-Force Effects on Combustion," proc. 1 4 t*. Symposium (International) on Combustion,

The Combustion Institute, 1973, pp. 413-419.
2 Anthenien, R1, and Zelina, J., "Experimental Results on the Turbulent Combustion Regimes within a Small-ScaleAtmospheric Pressure High-g Combustor," Central States Section, Combustion Institute, 2006.
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researchers have shown similar phenomena in non-reacting flows3'4. A two-component TSI Laser
Doppler Velocimeter in back scatter was used to gather velocity data within the cavity of the UCC. Data
was taken at three discrete points within the cavity over the entire operating range of air flows and cavity
equivalence ratio ranging from 0.8 < p •< 1.5. A schematic of the location of these points is shown in
Fig. 2. All data points were taken 160 downstream of a fuel injector.

Plots of the characteristic turbulent velocity (square root of the turbulent kinetic energy) and the
turbulent integral length scale for three measurement locations and all operating conditions are shown in
Figs. 3 and 4. It is seen that as cavity mass injection is increased, both the turbulent velocity and
turbulent length scale decrease. Further, the scatter among various operating conditions also decreases.
This simultaneous decrease in both velocity fluctuation and length scale results in a significant decrease
in the turbulent Reynolds number (Re=kl"21/v, v is the kinematic viscosity) as seen in Fig. 5. Reynolds
number is seen to fall as low as approximately Re=30. Combustion was unable to be sustained at cavity
mass flows above 0.041kg/s. This corresponds to the lowest Re observed. Although initially attributed to
an over-loading of the cavity (too little residence time) this limit on the combustor may in fact be due to
a re-laminarization of the flow within the cavity. This would lead to a significant reduction in flame
speed leading to extinction within the cavity.

There exist several ways to view the types of flames, premixed or non-premixed, that exist at various
turbulence levels. Here we use the method developed by Borghi5 where the ratio of characteristic
turbulent velocity and flame velocity is compared
to the ratio of characteristic turbulent length and
flame length. The ratios of the turbulent flow 0.02
characteristics to the flame characteristics are then
plotted, resulting in Fig. 6. It is immediately noted • 0.016

0that all the data falls in the distributed reaction c 0.012
regime, bounded below by the rc='Tk line and from . Position A

X m Position B
above by the Damkohler number (Da) = I line. C APositionC

* 0.008The data is bounded parallel to the Da=l line. Not 0P
shown, a Da=2 line precisely demarcates the

tX 0.004upper bounding line seen in the data of Fig. 6. It is .00
also seen from Fig. 6 that the data is not grouped E 0 * *.
by position within the cavity (different color 0.01 0.02 0.03 0.04 0.05
points). The bulk of the data falls both within a
range I<Da<10; all the data falls below Da=100. Cavity Air Mass Rate [kgls]
Additionally, nearly all the data falls above the Figure 4: Integral length scale vs. cavity mass rate
Klimov-Williams criterion (lk=&L). Above this line for 3 measurement positions and all operating
both Klimov6 and Williams 7 assert that a laminar conditions. Points indicate average measurements.
flame may not exist due to the high turbulent Error bars indicate entire range of data scatter.

gradients (data not shown).

Rayleigh Losses - Ultra-Compact Combustor: Conventional gas turbine combustion systems must
reduce combustion velocities to below Mach = 0.1 to prevent large pressure losses associated with heat
addition in high velocity flow, commonly referred to as the Rayleigh loss. For example, pressure loss

3 Launder, B. E., "Laminarization of the Turbulent Boundary Layer in Severe Acceleration," Journal of Applied
Mechanics, ASME Vol. 31, December 1964.
4 Narasimha, K, and Sreenivasan, K. R, "Relaminarization of Fluid Flows," Advances in Applied Mechanics, Vol.
19, Academic Press, 1979.
5 K Borghi, Prog. Energy Combust. Sci. 14 (1988) 245-292.
6 A.M. Klimov, Zh. Prikl. Mekh. Tekh. 3 (1963) 49.
7 F.A. Williams, Combust. Flame, 26 (1976) 269.
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associated with Mach = 0.1 accounts for about 1% of the total pressure loss through a conventional
swirl-stabilized combustion system. At Mach = 0.32, this pressure loss value is nearly 10%. Since most
combustion systems in gas turbine engines must operate at 5-6% total pressure loss to maintain good
fuel consumption performance, the high levels of Rayleigh losses associated with the high Mach flow
would be prohibitive. The high g UCC concept lends itself to integration into the engine where the swirl
and high velocity coming from the compressor can feed directly to the combustion device, minimizing
combustor length and engine weight by removing compressor de-swirl and diffuser components. One
major concern is the Rayleigh loss associated with the UCC, limiting the Mach number of the
combustion system and thereby requiring some diffuser geometry to reduce inlet Mach numbers. It is
hypothesized that since the heat release takes place within the sheltered cavities (both circumferential

and radial vane cavities), upstream of the gauge
2000 point of the vanes, Rayleigh losses will be

minimized and only mixing losses will be
"�0Position A encountered. Experiments are underway to

r160 *Posftion B
A Position C determine if the Rayleigh losses associated with

1200 the UCC will be significantly different than those
* losses associated with conventional swirl-

"0 stabilized devices.
C 800

External Collaboration: AFRL continues to
V 400 collaborate with universities, industry and other

""*l a government laboratories on specific high g
0 * M combustor problems. AFRL is actively involved
0.01 0.02 0.03 0.04 0.05 with industry to transition compact, high-g

Cavity Ai Mass Rate [kgls] combustor concepts. We continue to look for
Figure 5: Turbulent Reynolds Number vs. cavity
mass rate for 3 measurement positions and all
operating conditions. Points indicate average 100
measurements. Error bars indicate entire range of Well-stnred Reaction Distrbuted Reaction
data scatter. (Thckened Flames) c=Tt (Perturbed Flames)

opportunities to start 6.2 programs utilizing our 6.1 10 Da=1_ •_*:1 .-u "
results to demonstrate an UCC/ITB. This
collaborative approach provides a clear transition 9 1c .

path for the 6.1 research and would provide 1 Re=l ""Fa
additional funds needed to demonstrate a turbine Laminar Flame Wdnrlad FlamesI • ~~(WrdinldStretced Flamelets)

burner concept.
0.1

Future Work: The AFRL team plans to investigate 0.1 1 10 100 1000
different turning vane geometries in the UCC l/I6L
configuration to understand to impact of swirl on Figure 6: Combustion regimes for 3 measurement
combustion processes. Efforts will focus on the positions and all operating conditions.
radial vane cavity geometry to understand the
transport mechanisms from the circumferential high g cavity to the high Mach main flow. Four
windows were placed around the circumferential cavity (see Fig. 1) to allow access for diagnostics in the
highly turbulent high g cavity. The team plans to use the diagnostics to quantify the turbulent length
scales and velocity field in the cavity. Future studies may include more rigorous diagnostics techniques
to determine species concentration and velocity field in the circumferential cavity.
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TURBINE BURNERS: TURBULENT COMBUSTION OF LIQUID FUELS

FA 9550-06-1-0194
Principal Investigators: William A. Sirignano and Derek Dunn-Rankin

Department of Mechanical and Aerospace Engineering
University of California, Irvine 92697-3975

SUMMARY/OVERVIEW:

This program addresses the two-way coupling between combustion processes and fluid dynamic
phenomena associated with burning liquid fuels in high-speed, accelerating and turning turbulent
flows. Experimental and computational studies will improve the scientific understanding of
fundamental issues related to the ignition and flame-holding of a liquid fuel spray in the high-
acceleration flow and will optimize the injection of liquid fuel into a protected recirculation
zone. Non-reacting, accelerating and turning experimental results have improved our
understanding of the associated fluid dynamic phenomena, while two-dimensional, non-
accelerating, reacting computational results have provided insight into the combined combustion
and fluid dynamic processes.

TECHNICAL DISCUSSION

In the current experimental design, the apparatus consists of a large (2 m long, 30 cm diameter)
PVC flow straightener tube connected to a completely transparent channel made entirely in lexan
(Fig.1). The apparatus is prepared exclusively to run cold flow experiments. The flow is
provided by high-capacity house air-compressors, and passes through a series of pipes that
convey the air through the PVC tube and into the channel. A vortex flow meter is installed to
measure the airflow rate existing in the pipe. After the air leaves the flow meter, it follows a 2
inch (5 cm) diameter pipeline to the PVC tube where it is connected by a pressure-resistant
rubber hose. The tube stands on two 0.5 inch-thick steel flanges, connected to mating tube
flanges by means of several uniformly-distributed bolts. The channel section has curved
contracting walls (25 cm radius of curvature) producing a rectangular cross section that contracts
from 10 x 5 cm at the inlet to 10 x 1 cm at the outlet over a 70 degree arc. A removable small
auxiliary cavity can be attached to the curved section to provide a recirculating low speed zone,
in which liquid spray can be injected via small simplex-atomizers producing spray droplets of
mean diameter less than 100 microns. The cavity is as wide as the channel (10 cm); its other
dimensions are 5.5 cm in both directions and it is located at about one third of the channel length.
There are three possible injection locations in the cavity, one on the top, and two on the sides
perpendicular to the main stream direction. Two additional injection points are present in the
channel itself, upstream of the cavity.

The experimental conditions consist of airflows ranging from 0.12 kg/s to 0.36 kg/s, and
pressures ranging from 1 to 5 atmospheres. The velocity profile has been measured at the
entrance and exit of the chamber with a pitot tube connected to a digital reader and supported by
a position sensor to control the position of the tube at any survey. Air was run inside the channel
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at 0.17 kg/s mass flow rate. The mean flow is very uniform at both the entrance and exit of the
channel, as desired. At this mass flow rate, the average entrance velocity is 26.4 m/s, and the
average exit velocity is 86.1 m/s. The results indicate that the flow is very close to 2D inside the
channel. Another important result is that the thickness of the boundary layer at the exit section is
small enough to prevent significant choking of the flow.

7 $

Figure 1. Lexan channel connected to the flange Figure 2. Smoke inside the test chamber

To visualize the velocity profile of the air inside the cavity and the channel, we used smoke
generated from dry ice (solid C02) in contact with water. 4 small hoses of 1/8" (3.2 umm) ID
enter the test section in four different locations, two in the channel (top and bottom), and two in
the cavity (one on the top and one on the right side). We used air at 0.04 kg/s mass flow rate,
representing an entrance velocity of approximately 7 rn/s. A frequency-doubled Nd-YAG laser
sheet was created inside the test section to illuminate the smoke, and images were recorded by a
CCD camera synchronized to the laser firing and connected to a computer. Figure 2 shows
clearly that the velocity inside the cavity is much smaller than the velocity in the channel, since
the smoke in the channel is carried away and dissipated much more easily than in the cavity. The
figure also shows evidence of cavity smoke being drawn into the main flow along the boundary.
Also, there is a distinct shear interface between the cavity flow and the channel flow, so we
expect that liquid fuel sprayed into the cavity will be effectively trapped for sufficient time to
allow vaporization and mixing in the confined space. There will likely be an issue, however, of
drawing the reactive mixture into the main stream flow and allowing it to bum there while
traveling at higher speed. The smoke indicates that the flow in the cavity is a single vortex whose
dimensions are comparable to those of the cavity. Recirculation occurs and it is stable. An
estimation of the residence time inside the cavity has been made. The air resides in the cavity is
about 33 times longer than in the channel, and has a velocity about 33 times smaller than in the
channel, at this particular flow rate. Streamer tests confirmed the presence of counterclockwise
recirculation inside the cavity, and that a thin boundary layer exists at the exit.

Injection of water spray inside the cavity and the channel has been performed using simplex
atomizers placed in different locations, to provide qualitative information regarding the mixing
properties of fuel and air. The atomizers can work at a flow rate range Of 2.2 to 5 gallons per
hour, corresponding to pressures of 200 to 1000 psi, respectively. The experiments have been run
at a water flow rate of 3.5 G/h, corresponding to 500 psi pressure inside the atomizer. Air has
been run inside the channel at a flow rate of 0.12 kg/s, which, if the liquid were heptane fuel,
would provide an overall equivalence ratio of 0.15. This value was chosen to provide a 300 K
temperature increase of the inlet gas, Two selected results are shown in Figures 3 and 4. The
arrows show that the droplets, when they come out of the cavity, tend to be carried by the air into
the upper portion of the channel, where the top wall is. It is clear that the spray doesn't follow
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the recirculation pattern of the air inside the cavity. This occurs because the momentum of the
spray is much greater than that of the air. The spray therefore can partially reach the main
channel stream. This may help improve ignition, flame holding, and stability, but combusting
experiments will be needed to confirm this expectation. It also appears from these non-reacting
spray studies that additional air will be needed in the cavity to avoid excessively rich local
equivalence ratios.

Figure 3. Spray Injection from cavity top FIgure 4. Countercurrent spray injection from cavity

According to the measurements collected, the Reynolds number (Re) at the exit of the channel is
of the order of 105 . The Reynolds number everywhere in the channel is of the same order of
magnitude because for any constant-width contracting channel the height varies inversely with
velocity. The design of the metal chamber meant for the reacting flow experiments will be
similar to that of the lexan chamber. Some more tests are planned for the transparent channel,
however. Liquid PLIF diagnostics will be used to assess liquid mixing from the auxiliary
chamber, and shadowgraph visualization will be performed to verify the current results.

Numerically, the turbine passage is modeled as a two-dimensional straight channel flow over an
open cavity, as shown in Figures 5 - 8. Hot air enters the channel at a constant velocity. Gaseous
fuel is injected from any of the three cavity walls. The fuel used in these calculations is gaseous
n-heptane, and the combustion is described as a one-step overall chemical reaction. The
governing equations are solved numerically using a finite-volume method with a pressure-
correction equation. The scheme is second-order accurate in both space and time.

Non-reacting simulations show that without injection into the cavity, transition to unsteady flow
occurs at Re -2500. With steady gaseous injection into the cavity, instability occurs as low as Re
"•0950. Simulations of the same injection Reynolds number into a quiescent field show that the jet
alone is steady, indicating that there is a coupling between the two flows that causes transition to
occur at a lower Reynolds number. This can have significant impact on mixing and
flameholding.

Figure 5 shows the streamlines and vorticity contours for a non-reacting case at Re = 10,000
without fluid injection. There is a single main vortex in the cavity, and vorticity is periodically
shed from the cavity into the channel, which compares well with the experimental results shown
in Figure 2.

Figure 6 shows the temperature contours for a reacting case at Re = 1000 with gaseous fuel
injected from the upstream wall of the flow cavity. The air inlet temperature is 1000 K and the
wall temperature is 600 K. The fuel is injected at 300 K at stoichiometric proportions. In a
straight channel without a cavity, 28% of the fuel is burned before exiting the channel. With the
addition of the cavity, 32% of the fuel is burned before exiting. The flame is anchored in the
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relatively low-velocity and high-vorticity shear layer spanning the cavity. It is interesting to note
that injecting fuel into the cavity at Re = 1000 produces a steady flame, despite the cavity region
being unsteady.

ZVorticty: -1000 -700 -400 -100 200 500 800 Temperature(K): 300 700 1100 1500 1900 2300 27000. A l/ 0.1

0.60.0 OWN

00,o2 a3 0 0 . . . o'.4 0 0.1 02 o0. 0.4

x(m* x(m)

Figure 5 Streamlines and vorticity contours for Figure 6 Temperatures contours for Re = 1000
Re = 10,000 with fuel injection from the upstream wall

Results at Re = 500 show that the flame is anchored further upstream than in the Re = 1000 case,
and that the percentage of injected fuel burned increases further to 34% because of the longer
residence time in the channel. Injecting fuel from the downstream wall of the cavity at Re = 1000
reduces the amount of fuel burned to 22%.

At Re = 2000 the flame is no longer steady, as shown in Figure 7. The amount of fuel burned
increases significantly to 61%, despite the flame being anchored a significant distance
downstream and the residence time being shorter. This increase in the amount of fuel burned is
explained by the increased mixing rate that accompanies the transition from laminar to turbulent
flow.

Temperature(K): 300 700 1100 1500 1900 2300 2700 HaptaneMassFraction: 0 0.15 0.3 0.45 0.8 0.75 0.9
0.1 0.1

10.06 - 0os

0 0.1 0.2 0.3 O'A 0 0.1 02 0.3 0o4

x (m) x (n)

Figure 7 Temperatures contours for Re = 2000 Figure 8 Fuel mass fraction contours for Re = 2000
with fuel Injection from the upstream wall with fuel Injection from the upstream wall

Figure 8 shows that the unburned fuel remains very close to the wall of the channel, similar to
the smoke shown in Figure 2. This is because the two-dimensional approximation in the model
constrains the injected fluid to behave as a sheet rather than as a jet. Three-dimensional results
may be qualitatively different.

Injection of additional air from the bottom and downstream walls can force the flame further into
the channel. At Re = 1000 the amount of fuel burned increases from 32% to 35% with additional
air injected while maintaining a stoichiometric air-fuel ratio.
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IGNITION KINETICS IN FUELS OXIDATION

(ARO Grant No. W91 INF-04-1-0151)

Principal Investigator: Chung K. Law, Princeton University

SUMMARY/OVERVIEW

This program studies fundamental chemical kinetics as well as its individual and coupled effects with
aerodynamics on laminar nonpremixed ignition of hydrocarbons and nitrogen-containing compounds,
using experimental, computational, and theoretical approaches. During the reporting period, four projects
were undertaken, namely: (1) development of an elementary reaction mechanism for the thermal
decomposition of monomethylhydrazine; (2) kinetic analysis of the reactions of 02 with products from
OH addition to isobutene; (3) computational study on the multiple ignition states of methane by heated
counterflowing air; and (4) experimental and computational determination of counterflow ignition
temperatures of mixtures of methane and ethylene.

TECHNICAL DISCUSSION

1. An Elementary Reaction Mechanism of the Thermal Decomposition of Monomethylhydrazine
Hydrazine and its methyl derivatives are of interest as bipropellant fuels as well as monopropellants for
thrusters used in long-term satellite and space activities because of their high energy content, versatility,
and reactivity. The objective of the present study is to develop an elementary reaction mechanism of the
thermal decomposition of monomethylhydrazine (MMH) by using quantum chemistry, thermochemistry,
and kinetic theories. The stationary points of the potential energy surface for MMH decomposition were
calculated at the CBS-QB3 and CCSD(T)/6-31 I++G(3df,2p)//MPWB 1 K/6-3 I + G(d,p) level, as shown in
Fig. 1. The major reaction paths for MMH decomposition were found to be the N-N and C-N bond
scission to the products CH3NH+NH2 and CH3+NHNH 2. Thermochemical properties of the species on the
potential energy surface of MMH decomposition were calculated using statistical mechanics and
molecular parameters from various DFT and ab initio methods. The bond dissociation energies of MMH
were determined, and different bond strengths of MMH were discussed based on the stability of the
forming radicals. The reaction barriers of the thermal decomposition, abstraction, and substitution
reactions of MMH were determined. Furthermore, elementary reaction rate constants were calculated by
transition state theory with correction of tunneling factors, and the kinetic parameters of MMH
dissociation to intermediate and product channels were calculated by QRRK and master equation analyses
as functions of temperature and pressure (Fig.2). An elementary reaction mechanism was constructed to
model the overall MMH thermal decomposition rate, and was compared with available experimental data
(Fig.3).

This work is reported in Publication No. 1.

2. Kinetic Analysis of the Reactions of 02 with Products from OH Addition to Isobutene
Unimolecular dissociation of neopentyl radical to isobutene and methyl radical is competitive with the
neopentyl association with 02 in thermal oxidative systems. Furthermore, both isobutene and OH radical
are important primary products from the reactions of neopentyl with 02. Consequently, reactions of 02
with the 2-hydroxy-1,1-dimethylethyl (C2C'COH) and 2-hydroxy-2-methylpropyl (C2C(OH)C.) radicals
resulting from the OH addition to isobutene are important to understanding the oxidation of neopentane
and other branched hydrocarbons. The stationary points on the potential energy surfaces of 2-hydroxy-
1,1-dimethylethyl and 2-hydroxy-2-methylpropyl radicals with 02 (Fig.4 and Fig.6) and the
thermochemical properties of the species involved in these reaction systems were characterized based on
ab initio and density functional theories. Internal rotation potential barriers for the reactants and
intermediate peroxy adducts were also determined to accurately predict the thermochemical properties of
these oxy-generated species. The kinetic parameters for intermediate and product formation channels of
the above systems were calculated as functions of temperature and pressure. High-pressure limit rate
expressions for reaction channels on the potential energy surfaces are provided, and chemical activation

44



and dissociation rate constants versus pressure and temperature are presented (Fig. 5 and Fig.7). These
kinetic parameters can serve as models for branched alcohol oxidation mechanisms, where the radical site
is adjacent to the alcohol carbon such as that in primary radical of ethanol and for other OH + olefin
addition adducts.

This work is reported in Publication No. 2.

3. Computational Study of Multiple Ignition in Nonpremixed Methane Ignition
In the present study, the counterflow system is employed to investigate methane ignition chemistry in the
presence of diffusive transport and strained flows, focusing on the possible existence of the double-
turning behavior of the S-curve. Kinetic mechanisms, GRI 2.11 and GRI 3.0, were used to compute the
ignition temperatures of nitrogen-diluted methane by heated air, over a wide range of system pressure,
fuel concentration, and flow strain rate. It was found that, depending on the system parameters, both
mechanisms under-predict the ignition temperature (Tg), while the Tg's predicted by GRI 3.0 are 30 - 60
K lower than those predicted by GRI 2.11, as shown in Fig.8. To further identify the underlying reasons
for such discrepancies, detailed ignition response curves were computationally analyzed. A double-
turning behavior was observed on the S-curve with GRI 3.0, as shown in Fig. 9. It was further found that
the first turning is a radical induced runaway, while the second turning is driven by both chemical
branching and thermal feedback, as demonstrated in Fig.10. Sensitivity analysis and computational
singular perturbation (CSP) were applied to investigate the species and reactions which lead to radical
explosion around the first turning point. Furthermore, both sensitivity and CSP analysis showed the
dominate role of CH3+HO 2 -+ CH30+OH in leading to the radical runaway. Experimental investigation
of the possible existence of the double turnings is underway.

This work is reported in Publication No. 3.

4. Experimental and Computational Determination of Counterflow Ignition Temperature of Mixtures of
Methane and Ethylene

Ethylene is a component in natural gas, and it is more reactive than any alkanes because of the existence
of the double bond. Several studies have explored the effectiveness of ethylene as a catalyst for the
conversion of methane to higher hydrocarbons. The present study is undertaken to understand the ignition
chemistry of CH4/C 2H4 mixtures, especially the role of ethylene in facilitating methane ignition. Ignition
temperatures were measured with ethylene added to nitrogen-diluted methane, with the mole fraction of
methane fixed, as show in Fig. 11. It was found that the ignition temperature decreases by about 150 K
with 20% ethylene addition, thereby demonstrating that a small amount of ethylene addition to methane
indeed promotes methane ignition. Ignition temperatures were computed by using two different
mechanisms by Wang, consisting of 70 and 75 species respectively, and were compared with the
experimental data (Fig. 11). Our further study on this work will focus on: 1) identify the key species and
reactions which promote ignition when ethylene is added; 2) analyze the preferential diffusion within the
ignition kernel and its role in affecting the ignition temperatures; 3) investigate the pressure and strain
rates effects on the ignition temperature.
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PHYSICAL AND CHEMICAL PROCESS IN FLAMES

(AFOSR Grant No. FA9550-07-1-0052)

Principle Investigator: Chung K. Law

Department of Mechanical and Aerospace Engineering
Princeton University, Princeton, NJ 08544

SUMMARY/OVERVIEW

The objective of the present program is to develop detailed and simplified chemical kinetics models for
hydrocarbon combustion, and to understand and quantify the dynamics of flames. During the reporting
period progress was made in the following projects: (1) Derived a sufficient and necessary condition for
quasi steady state approximation; (2) developed a method of isomer lumping for reduction of large
hydrocarbon mechanisms; (3) developed diffusion coefficient reduction through species bundling; (4)
developed a 55-species reduced mechanism for n-heptane oxidation; and (5) analyzed the response of
stretch-affected premixed flames to flow oscillations.

TECHNICAL DISCUSSION

1. Sufficient and necessary condition for quasi steady state approximation (QSSA)
QSSA is one of the major classical approaches to removing short time scales induced by fast

self-depleting intermediate species in detailed mechanisms. Reduced mechanisms based on
QSSA facilitated with analytic solution with the method of QSS graph [1] that we developed last
year was found to be superior in efficiency and robustness than those obtained through
systematic approaches such as computational singular perturbation (CSP) and intrinsic low-
dimensional manifold (ILDM), and the classical QSSA with algebraic iterations.

In the reporting year, we further investigated the algorithm for the rigorous identification of
QSS species, which is probably the last major problem remained in the QSSA method, and
identified the sufficient and necessary condition that a species can be assumed to be in steady
state with specified accuracy requirement. The condition was expressed as: QiJ <6,

Q = Asio•BIoW, where Q is the projection matrix to the slow space spanned by vectors As1ow and
Bsw obtained through eigenvalue decomposition or CSP refinement. This condition was applied
to reduce GRI3.0, and a highly accurate 15-step mechanism was derived with less than 10%
worst case error, as shown in Figs 1 and 2.

Compared with the previous methods for QSS species identification, such as those based on
lifetime analysis, small normalized species net production rates, and small concentrations, the
current algorithm rigorously distinguishes the two different types of fast species, that is, the self-
depleting species which are good QSS candidates, and the fast species associated with partial
equilibrium reactions. The species satisfying the above condition projects only to the fast
subspace, such that the species is guaranteed to be self-depleting, and the fast species associated
with partial equilibrium reactions is project to both the fast and the slow subspaces because each
partial equilibrium reaction involves both a fast and a slow mode.
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2. Isomer lumping in the reduction of large hydrocarbon mechanisms
The existence of large amount of isomers is a major reason for the large size of detailed or

skeletal mechanisms for large hydrocarbon fuels. Such isomers typically have near-identical
thermal and transport properties such that
they can be lumped in the governing

Lines: 78-speciesequations with minor accuracy loss, leading le Symbols: 68-species (isomer lumping)
to the effective reduction of the number of o

variables. We have formulated the general p = 5artm 0ý
T, = 800K .,

approach for isomer lumping, which bundles = 1.0
all the isomers in the same group to a c 1.0

composite species. The intra-group mass o
fraction for each isomer is retrieved through " .. . 0

.i0,a regressed function taking as input the ° c7h15o2•? c/h15
temperature, isomer group concentrations
and other relevant parameters. The c7h14ooho2 0, o 50
individual isomer concentrations are then ,t o
employed to evaluate of the chemical source , c~h14ooh
terms. c.hl0o oh

The isomer lumping method was applied 10-10, A -.- -t

to a 78-species skeletal mechanism for n- Resdence lime, sec
heptane derived by directed relation graph
(DRG) and DRG aided sensitivity analysis Figure 3
(DRGASA) developed previously. The 15
isomers were bundled to 5 groups, resulting in a 68-species reduced mechanism. The intra-group
mass fraction of the isomers was accurately approximated by constants, such that the reactions in
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the resulting reduced mechanism remain in elementary form. The accuracy of the isomer-
bundling approach is demonstrated in Fig. 3.

3. Diffusion coefficient reduction through species bundling
The evaluation of chemical reaction and diffusion terms are two of the most time-consuming

components in most combustion simulations. For mechanisms with large number of species, the
CPU time for the diffusion evaluation dominates that for chemistry, as shown in Fig. 4. The
reduction of diffusion term is therefore crucial for large mechanisms. A systematic approach was
developed to bundle species with similar diffusivities to groups, such that the size of the
diffusion coefficient matrix can be effectively reduced. Quadratic speedup was achieved for the
evaluation of mixture-averaged diffusivity through species bundling. The reduction error was
controlled by a user-specified threshold value. The method was successfully applied to various
mechanisms for methane, ethylene and n-heptane. It was found that it only needs less than 20
groups to describe the diffusion of a 188-species n-heptane mechanism with about 10% accuracy
loss. This result indicates that, with species bundling, the evaluation of the diffusion terms is no
longer more time consuming than that of chemistry, as shown by the crossing point in Fig. 4. It is
further shown in Fig. 5 that the reduction error dramatically increases when the number of
diffusion groups is too small, say less than 3. This result indicates that the conventional unity
Lewis number approach is unnecessarily inaccurate in many combustion simulations. The overall
time savings by diffusion reduction was found to be significant for simulations with explicit
integration solvers or implicit solvers with analytic Jacobian, such as those frequently employed
in direct numerical simulations of turbulent flames.
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4. A 55-species reduced mechanism for n-heptane oxidation
While mechanisms with about 20 species were found to be adequate to describe small

hydrocarbon fuels of Cl and C2, it typically requires much larger mechanisms for the larger
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molecules. For example, detailed mechanisms for n-heptane contain up to hundreds of species
and thousands of reactions. Such mechanisms for large fuels are crucial for engine and
propulsion studies, and the lack of small and accurate reduced mechanisms have severely limited
the research in these fields. In the present work, the large n-heptane mechanism from LLNL was
reduced by a systematic approach that integrates a suite of methodologies developed previously
as well as those presented in the above three sections. Specifically, a 188-species skeletal
mechanism was derived with DRG. Since DRG is reliable and highly efficient, it is an ideal
choice to quickly bring down the large mechanisms to a size which can be handled by other
reduction methods. A 78-species skeletal mechanism was next derived by DRGASA, a 68-
species through isomer-lumping, and a 55-species reduced mechanism through QSSA. Finally,
the 55 species were then bundled to 14 diffusive groups. Mechanisms of such sizes are already
feasible for many 2-D or even 3-D simulations in parallel computing environment. The reduced
mechanisms were extensively validated for both ignition and extinction applications, as shown in
Figs. 6 and 7. Further validation in premixed flames shows that the flame speeds are over-
predicted for all the reduced mechanisms as compared to the counterflow experiment results, as
shown in Fig. 8. This discrepancy is likely to be inherited from the detailed mechanism, which
has not been validated in premixed flames due to its large size. The reduced mechanisms
therefore are efficient starting points for identification and modification of the reaction pathways
that induced inaccuracies in diffusive systems.
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5. Response of stretch-affected premixed flames to
flow oscillations. 6o p= 1 atm

Self-induced oscillations that are To= 300K
combustion driven are frequently encountered ..........
in combustion systems that operated at lean o
premixed conditions to reduce NOx emissions. o -.
These oscillations result from the resonant E • .
coupling between the unsteady combustion U /•
heat release and natural acoustic modes of the " 20 188-species

... 68-sp~ecies
combustor, and could be harmful to the E 6s5

to55-soecis
system hardware and performance. o Exp. Davis at al
Consequently, it is important to determine the 0 1 . I ......
response of heat release to acoustic 0.6 0.8 1.0 1.2 1.4 1.6

modulations. Equivalence Ratio

Different from previous investigations, the Figure 8
present study considers the effects of flame
stretch manifested as variations in the local flame speed along the wrinkled flame front. Such
variations are believed to be responsible for the experimentally observed damping of the flow
oscillation-induced flame surface wrinkling which cannot be explained by the constant flame
speed assumption. Since combustion heat release is determined by the integration of the local
flame speed over the entire flame surface area, the direct effect of flame stretch on the flame
speed and its indirect effect through the modulation of the flame shape, and thereby flame
surface area, are expected to affect substantially the overall heat release rate.

The flame stretch effects on the unsteady heat release are studied through the transfer function,
defined as the ratio of the normalized fluctuation of heat release rate to that of velocity. Results
obtained from analyzing the G-equation show that the effects of flame stretch are mainly

characterized by a Markstein number, 6"c,
1.0 and a Strouhal number, Stf, which measure

the effects of flame stretch and the

0.8 ' oscillation frequency, respectively. Flame
." stretch is found to become important when

the oscillation frequency satisfies
0.6 - 6cSt' - 0(1), i.e. Stf - O(0"-1'2), while

the constant flame speed approximation
0.4- adopted in previous studies is only valid for

- G G frequencies below this order. When the
0.2 / G. oscillation frequencies are of this order, the

.""... \ /A unsteady heat release is contributed mostly
"• - 1from fluctuations of the flame surface area,

0.0 5 1which is now affected by stretch. Finally,0 5 10 15 20

st, as the oscillation frequency increases to

Figure 9 fi.e. 'cSt ~(1) the
direct contribution from the stretch-

affected flame speed fluctuation to the unsteady heat release becomes comparable to that of the
flame surface area. This trend is clearly demonstrated in Fig. 9, where GA and Gs are the transfer
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functions contributed from the fluctuations of flame surface area and flame speed, respectively,
G=Gs+GA is the total transfer function, and we have adopted er = 0.05. It is seen that at small

frequencies (Stf < 5 - O( 'c` )) the overall transfer function G can be approximately represented
by GA, whereas at large Stf, G follows closely the trend of Gs, indicating that contributions from
fluctuations of the flame surface area and flame speed dominate at small and large frequencies,
respectively.

The present study phenomenologically explains the experimentally observed damping
phenomenon of flame wrinkling in which the flame wrinkles developed at the flame base decay
along the flame surface. This work gives us further understanding about the entire coupling
processes in the development of combustion-driven oscillations, and hence will help us to
propose schemes to prevent the oscillation-induced hardware failures from happening.
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GLOBAL COMBUSTION PROPERTIES OF SURROGATE AERO-FUEL COMPONENTS

Grant Number: W91 1NF-06-1-0155

Principal Investigator: Chih-Jen Sung*

Department of Mechanical and Aerospace Engineering
Case Western Reserve University

Cleveland, Ohio 44106

SUMMARY/OVERVIEW:

This study involves the development of a detailed database of global combustion properties for
some key components of surrogate jet fuels through experimentation using a counterflow burner
system and a rapid compression machine facility. The experimental data will be subsequently
utilized to develop detailed and reduced kinetic mechanisms capable of predicting the
combustion characteristics of jet fuels and their surrogates, which can be integrated into
computational fluid dynamic codes for combustor simulations.

TECHNICAL DISCUSSION:

This research program aims at developing extensive experimental database and kinetic models
for jet fuels and the associated surrogates. Experiments are performed for measuring the global
combustion properties of premixed flames, such as laminar flame speeds and extinction stretch
rates, in a counterflow burner system, and ignition delays at elevated pressures in a rapid
compression machine (RCM). In order to obtain reliable experimental data, both experimental
setups have been extensively characterized to ensure that the challenges associated with the
handling of liquid hydrocarbon fuels are properly addressed. In contrast to gaseous fuels,
experimentation using high-boiling-point liquid hydrocarbons, which are relevant to jet
surrogates, poses significant challenges due to their low vapor pressure. While careful preheating
is needed for preparing a homogeneous premixture of fuel/oxidizer and avoiding condensation
within the mixture delivery system, fuel cracking/pyrolysis may become significant at higher
preheat temperatures. Furthermore, due to large density differences between heavy hydrocarbon
fuel and oxidizer, stratification may occur in the prepared mixture if proper mixing is not
ensured. In the case of apparatus involving a continuous flow system, such as in the counterflow
burner system, a transient period is noted before the resulting mixture composition reaches the
desired set value. In order to provide experimental data of high fidelity, we systematically
developed and characterized our mixture preparation and delivery system that avoids all such
sources of error when dealing with liquid fuels. This has led to significant improvements in our
experimental facilities. Thereafter, investigations [1-3] using these facilities have focused on the
combustion characterization of n-decane, n-dodecane, and toluene, which are recognized as

"TEL: (216) 368-2942; FAX: (216) 368-6445; E-MAIL: cjsl5@case.edu.
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relevant components for formulating jet fuel surrogates. Further kinetic simulations have
highlighted the deficiencies of literature mechanisms in predicting the combustion characteristics
of all three neat fuel components.

During the reporting period, progress has been made in the following projects: (1) laminar
flame speeds and extinction limits of preheated n-decane/0 2/N2 and n-dodecane/0 2/N 2 mixtures;
(2) autoignition of toluene and benzene at elevated pressures in a rapid compression machine;
and (3) autoignition of n-decane under high pressure conditions.

1. Laminar Flame Speeds and Extinction Limits of Preheated n-Decane/0 2N 2 and n-
Dodecane/02/N 2 Mixtures
Laminar flame speeds of n-decane/air and n-dodecane/air mixtures were measured using the

counterflow twin-flame configuration at preheat temperatures ranging from 360 to 470 K and
equivalence ratios ranging from 0.7 to 1.4. Here, 'air' was synthesized by mixing oxygen and
nitrogen in the molar ratio of 1:3.76. Extinction stretch rate measurements as a function of
equivalence ratio were also carried out for fuel/0 2/N2 mixtures with [N2/(0 2+N2)]=0.84 by mole
and preheat temperature of 400 K. All experiments were conducted under atmospheric pressure
conditions. The experimental data for laminar flame speeds and extinction stretch rates were also
simulated using chemical kinetic mechanisms available in the literature.

The measured laminar flame speeds of n-decane/air mixtures as a function of equivalence
ratio for three different mixture preheat temperatures, T,=360, 400, and 470 K, are shown in Fig.
1. Figure 1 also compares the present flame speed data with the computed values using two
published reaction mechanisms. The experimental data for n-dodecane/air mixtures along with
the computed values are shown and compared in Fig. 2. Two different unburned mixture
temperatures, TU=400 and 470 K, were studied. Figures 3 and 4 show comparisons of
experimental and simulated extinction stretch rates for n-decane/0 2/N2 and n-dodecane/0 2/N2
mixtures, respectively.

While the kinetic mechanisms for n-decane [4,5] are seen to predict the laminar flame speeds
satisfactorily at some equivalence ratios, noticeable discrepancies are identified. Comparison of
the experimental and computed laminar flame speeds of n-dodecane/air mixtures at varying
preheat temperatures shows significant over-prediction by the mechanism of [6]. Furthermore,
the measured extinction stretch rate data for both fuels are lower than the predicted values for all
the kinetic mechanisms used, as shown in Figs. 3 and 4, although the trend is well predicted,
with the extinction stretch rate peaking at .- IA.4. This rich-shift is cause by the combined effects
of positive stretch and sub-unity Lewis number for fuel rich mixtures.

This work is reported in Ref. [1].
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Figure 1: Experimental (symbols) and computed (lines) Figure 2: Experimental (symbols) and computed (dashed
laminar flame speeds of n-decane/air mixtures with lines) laminar flame speed of n-dodecane/air mixtures
unburned mixture temperatures of 360,400, and 470 K. with unburned mixture temperatures of 400 and 470 K.
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Figure 3: Experimental (symbols) and computed (lines) Figure 4: Experimental (symbols) and computed (line)
extinction stretch rates of n-decane/0 2/N2 mixtures. extinction stretch rates of n-dodecane/O 2/N2 mixtures.

2. Autoignition of Toluene and Benzene at Elevated Pressures in a Rapid Compression Machine
Autoignition of toluene and benzene was investigated in a rapid compression machine at

conditions relevant to engine combustion [2]. Experiments were conducted for homogeneous
mixtures over a range of equivalence ratios at compressed pressures, Pc, from 25 to 45 bar and
compressed temperatures, Tc, from 920 to 1100 K. Figures 5 and 6 present the measured ignition
delay times for toluene/02/inert and benzene/02/inert mixtures in the molar ratios of 1/9/94 and
1/7.5/95.5, respectively, at Pc near 45 bar as a function of the inverse of Tc, along with
simulations using various available mechanisms. The inert portion of the mixture comprised of
nitrogen and argon. Significant discrepancies between the experimental and computed results
were noted. Experimental results by varying oxygen concentration, while keeping the mole
fraction of fuel constant, revealed a strong influence of oxygen in promoting ignition. Reaction
flux analysis was also conducted to identify the dominant reaction pathways and the reactions
responsible for the mismatch of experimental and simulated data.

This work is reported in Ref. [2].
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Figure 5: Comparison of experimental and computed Figure 6: Comparison of experimental and computed
ignition delays for stoichiometric toluene/O/inert ignition delays for stoichiometric benzene/0 2/inert
mixtures. Toluene mole fraction, Xt,., is 0.00962. mixtures. Benzene mole fraction, Xk.,•, is 0.00962.

3. Autoignition of n-Decane under High Pressure Conditions

An experimental investigation of the autoignition delay times for n-decane/air mixtures was
conducted using a heated rapid compression machine [3]. In the present investigation, while the
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equivalence ratio was fixed at ý=0.8, the compressed pressures and temperatures were in the
range of Pc=7-30 bar and Tc=630-706 K, respectively. The current experiments span a
temperature range not fully investigated in previous autoignition studies on n-decane. Two-stage
ignition was observed over the entire range of conditions investigated. Figure 7 shows
representative pressure traces illustrating the effect of variation in Tc at Pc=14.3 bar. Figure 8
presents a comparison of the present experimental data with those of Pfahl et al. [13] and
Zhukov et al. [14] under similar pressure conditions, albeit for slightly different equivalence
ratios. This plot serves to demonstrate the fact that the current experiments have been conducted
in a temperature range not investigated earlier, and that the current data are consistent with the
few known sources for n-decane autoignition. Therefore, the experimental data obtained from the
present investigation constitute valuable targets for validation and development of kinetic
mechanisms for jet fuel surrogates.

This work is reported in Ref. [3].
n-Decane/Air,4=0.8, PC= 14. 3 bar n-Decane/Air, Compressed Pressure: 1 3-14 bar
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Figure 7: Experimentally obtained pressure traces for Figure 8: Comparison of ignition delay times obtained
varying values of Tc, Pc=14.3 bar from the present RCM with literature data.
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AUTOIGNITION AND COMBUSTION OF DIESEL AND JP-8

(Grant/Contract Number 45241-EG)

Principal Investigator: Dr. Kalyanasundaram Seshadri
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SUMMARY/OVERVIEW:

Experimental studies are carried out to characterize non premixed combustion of jet
fuels and a number of its surrogates in laminar flows. The counterflow configuration is
employed. Critical conditions of extinction and autoignition are measured for JP-8, Jet-A,
and Fisher Tropsch (FT) JP-8. Fifteen surrogates of JP-8 and one surrogate of FT JP-8 are
tested. It is found that critical conditions of extinction and autoignition of JP-8 and Jet-A
are similar, while FT JP-8 is more reactive than JP-8 and Jet-A. Among the surrogates
tested, the Aachen surrogate made up of n-decane (80%) and trimethylbenzene (20%) by
liquid volume, and the UCSD surrogate made up of n-dodecane (60 %), methylcyclohexane
(20%), and o-xylene (20%) by liquid volume best reproduce extinction and autoignition
characteristics of JP-8. A surrogate made up of n-decane (60 %) and iso-octane (40 %) by
liquid volume best reproduces the combustion characteristics of FT JP-8.

TECHNICAL DISCUSSION:

An experimental investigation is carried out with the aim of developing appropriate
surrogates for JP-8 and Fisher Tropsch (FT) JP-8. The counterflow configuration is em-
ployed. Critical conditions of extinction and autoignition are measured. The burner used
in the experiments has two ducts: the fuel-duct and the oxidizer-duct. Prevaporized fuel
and nitrogen is injected from the fuel-duct, and air is injected from the oxidizer-duct. The
mass fraction of fuel, the temperature, and the component of the flow velocity normal
to the stagnation plane at the exit of the fuel-duct are represented by YF,1, T1, and V1,
respectively. The mass fraction of oxygen, the temperature, and the component of the flow
velocity normal to the stagnation plane at the exit of the oxidizer-duct are represented
by Yo2,2, T2, and V2, respectively. The strain rate, is calculated using the densities and
velocities of the reactant streams at the exit of the ducts. Critical conditions of extinction
and autoignition depend on the strain rate, and temperatures and composition of the re-
actants. The extinction experiments are carried out with T 1 = 473 (± 10) K, T2 = 298 K,
and Y0 2,2 = 0.233 (air). The strain rate at extinction, a2,e, is measured as a function of
YF,1. Critical conditions of autoignition are measured with T1 = 473 K, Yo2, 2 = 0.233 (air).
Two sets of measurements are obtained. In one set YF,1 is maintained at a constant value
of 0.4. The value of T2 is recorded for various values of the strain rate at autoignition,
a2,1 . In the other set the strain rate, a2 is maintained at a constant value of 550s-1. Here
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the value of T2 is measured for various values of YF,I. The experimental accuracy of the
measured value of T2 is ± 30 K and that of the strain rate is ± 7 % of recorded value.

The fuels tested are:

"* Multicomponent fuels:

1. JP-8 (obtained from China Lake), JP-8 POSF 4177 (obtained from Wright Pat-
terson Air Force Base (WPAFB)), JP-8 POSF 3773 (obtained from WPAFB).

2. Jet-A (obtained from San Diego Airport), Jet-A POSF 3602 (obtained from
WPAFB) , Jet-A POSF 3638 (obtained from WPAFB), Blend POSF 4658.

3. Fisher Tropsch JP-8 (obtained from WPAFB).

"* Fuel mixtures (liquid volume): Possible surrogates of JP-8:

1. Surrogate A: 60% n-decane, 20% methylcyclohexane, 20 % toluene. H/C =
1.93.

2. Surrogate B: 60% n-decane, 20% methylcyclohexane, 20% o-xylene. H/C =
1.93.

3. Surrogate BI: 60% n-decane, 20% methylcyclohexane, 15% o-xylene, 5%1-
methylnaphthalene.

4. Surrogate C (UCSD surrogate): 60% n-dodecane, 20% methylcyclohexane,
20% o-xylene. H/C = 1.92.

5. Surrogate C1 : 60% n-dodecane, 20% methylcyclohexane, 15% o-xylene, 5 %1-
methylnaphthalene.

6. Surrogate D: n-decane 50 %, butylcyclohexane 25%, butylbenzene 25 %. H/C =
1.92.

7. Surrogate E: n-decane 34 %, butylcyclohexane 33%, butylbenzene 33 %. H/C =
1.84.

8. Surrogate F: n-decane 60 %, butylcyclohexane 20 %, butylbenzene 20 %. H/C =
1.97.

9. Aachen Surrogate: n-decane 80%, trimethylbenzene 20%. H/C = 1.99.

10. Modified Aachen Surrogate: n-dodecane 80 %, trimethylbenzene 20 %. H/C =
1.97.

11. Surrogate NI: n-decane 80%, propylbenzene 20%.

12. Surrogate N2: n-decane 70%, propylbenzene 30 %.

13. Drexel Surrogate 1: n-dodecane 26 %, iso-cetane 36 %, methylcyclohexane 14 %,
decaline 6 %, and 1-methylnaphthalene 18 %. H/C = 1.82.

14. Drexel Surrogate 2: n-dodecane 43 %, iso-cetane 27%, methylcyclohexane 15 %,
and 1-methylnaphthalene 15 %. H/C = 1.87.

2
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15. Utah Surrogate: n-dodecane 30 %, n-tetradecane 20 %, iso-octane 10 %, methyl-
cyclohexane 20%, o-xylene 15 %, and tetraline 5 %. H/C = 1.93.

* Fuel Mixtures (liquid volume). Possible surrogate of F-T JP-8.

1. Surrogate G: n-decane 60%, iso-octane 40%. H/C = 2.22.

The surrogates of JP-8 are ranked employing the following criteria listed in the order of
importance: (1) how well they reproduce critical conditions of autoignition, (2) how close is
the hydrogen to carbon ratio to that of JP-8, (3) simplicity (availability of chemical kinetic
mechanisms), and (4) how well they reproduce critical conditions of extinction. Using this
criteria the surrogates are listed in the following order:

1. Aachen Surrogate,

2. Surrogate C, Surrogate C1, Surrogate B1.

3. Drexel Surrogate 2, and Modified Aachen Surrogate.

Overall the Aachen surrogate and Surrogate C (UCSD surrogate) appear to best reproduce
the combustion characteristics of JP-8. Surrogate G reproduces the combustion character-
istics of F-T JP-8.
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Figure 1: The mass fraction of fuel, YF,1, as a function of the strain rate at extinction. The
symbols represent experimental data, and the lines are best fits to experimental data. The
figure compares extinction characteristics of various surrogates of JP-8.
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best fit. The figure compares of autoignition characteristics of various batches of JP-8.
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Figure 3: The temperature of the oxidizer stream at autoignition, as a function of the
strain rate at fixed values of YF,l = 0.4. The symbols are measurements. The lines are best
fit. The figures compares autoignition characteristics of various surrogates of JP-8.
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SUMMARY/OVERVIEW:
Diesels are the most efficient internal combustion engine available, and thus continue to

be the US Army's primary engine for both propulsion and power generation. Through several
studies it has been determined that pressure has a direct effect on the peak temperature and
species concentrations which both effect the kinetics of soot formation. Previous research by
others has focused on atmospheric and sub-atmospheric studies, while this work has focused on
high-pressure flames, pressures approaching those observed in Diesel engines. Smoke points
and temperature profiles have been measured, at atmospheric and elevated pressures, in a
laminar, steady co-flow diffusion flame. Measurement of species concentrations, via sampling
and GC-MS, is currently underway in these high-pressure flames, with particular attention being
paid to concentrations of acetylene and benzene. With these three measurements, the chemical
kinetics and the role of transport with regard to soot formation and oxidation at high pressures
can be better understood. With this increased understanding, the overall goal of reducing soot
emissions may be accomplished, leading to enhanced survivability through smaller thermal
signatures.

TECHNICAL DISCUSSION

Specific Third Year Objectives

The objectives for the third twelve months of this effort were: (1) complete soot surface
temperature measurements, in both undiluted and diluted flames, at and above atmospheric
pressure; (2) design, build, and test a microprobe for extracting samples from the flame front for
species concentrations analyses and make needed burner and vessel modifications in order to use
the microprobe; (3) develop methodology for measuring acetylene and benzene concentrations
with the GC-MS, and calibrate appropriately; (4) make species concentration measurements; and
(5) begin measuring radical species concentrations using Li/LiOH reversal technique.

Experimental Apparatus

The apparatus used for this experiment is a classic over-ventilated Burke-Schumann
flame inside a water-cooled pressure vessel that is rated at pressures up to 30 atmospheres.
Surrounding the 4.4 mm fuel tube is a 65 mm co flow, and this is all housed in a quartz chimney
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that is 400 mm tall. A ceramic honeycomb insert is used to straighten the air co-flow
surrounding the fuel tube. The fuel tube is filled with super fine grit steel wool to make the fuel
flow rate less sensitive to pressure fluctuations upstream. The addition of this steel wool flow
straightener in the fuel tube turns out to be critical in the behavior of the smoke point with
dilution and pressure. To ignite the flame within the pressure vessel, an electrode is installed and
used to produce a spark against the lip of the fuel tube. The vessel has three non-intrusive glass
windows to allow for optical viewing and diagnostics. Due to the high sooting tendencies of the
fuels used, and the effect pressure has on these tendencies, the vessel has air ports at the
windows to purge the area and prevent soot accumulation on the window surface.

The above mentioned set-up of the burner and quartz chimney (which was used for the
soot surface temperature measurements) needed changes in order to accommodate the use of the
stainless steel microprobe for species concentration measurements. Although the fuel tube and
the air co-flow portions of the burner stayed identical, a new quartz chimney was designed. The
quartz chimney had an outside diameter of 71 mm and a wall thickness of 3 mm, and was 400
mm tall. The chimney had a laser-cut elliptical opening cut into one wall that is 6.4 mm wide
and 200 mm long in order to allow the microprobe access to the flame over a range of heights.
To avoid potential flow-induced oscillations from vessel air entering the chimney, two shields
were made. These quartz pieces fit up against the chimney and had a 6.4 mm diameter hole
drilled into them (at two different heights).

The microprobe was constructed out of stainless steel based on research by [1], which
showed very little difference between using stainless steel as opposed to quartz for species
concentration sampling. The microprobe consisted of two pieces of stainless steel tubing: a long
section (6.4 mm outside diameter) that starts outside of the pressure vessel and enters the vessel
through a small port (sealed with a pipe plug), and a short section (1.6 mm outside diameter) that

enters the quartz chimney and
4reaches the flame front (Fig. 1). A

Tedlar bag is attached to the probe
outside of the pressure vessel with

Figure 1: Stainless steel microprobe a ball valve that allows the bag to

be filled. Samples are then
extracted from the bags for GC-MS
analysis.

Results and Discussion

Soot Surface Temperature Measurements
In Fig. 2 below, soot surface temperatures of undiluted ethylene flames, at their velocity

matched air-to-fuel ratio smoke point, are plotted as functions of pressure. The peak soot
temperatures were measured as an overall peak temperature as well as a peak temperature at 65%
of the flame height as a function of pressure. Soot surface temperature measurements at 65% of
their height were compared with previous soot volume fraction measurements by McCrain and
Roberts [2]. This 65% of the flame height corresponds to the location of peak soot volume
fraction in undiluted, atmospheric pressure flames [3].

In each of the cases shown, the soot temperature at 65% of the flame height is cooler than
the measured overall peak soot temperature. This is expected at atmospheric pressure due to
radiation losses from the high soot loading. As the pressure increases the location of maximum
soot temperature moves towards the tip of the flame. It is interesting to note that the relative
ratio of overall peak temperature to peak at 65% does not vary significantly. It should also be
noted that as pressure increases, overall flame temperature decreases due to heat losses from
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radiation and conduction to the fuel tube. Similar results were found (discussed in [4]) with
diluted ethylene flame cases.

2210 ,, , r- , r6-- 2,A00

22100 200

2000 0 2100

19W6 2100

n ,,

* 1800 0 0
-IwI

1700 0 170D
1.t 2 22 2.4 26 28 2 22 23 2 , 28 3 32 34

Log PreSure SIPa) Loa P ufvu naP

Figure 2: Maximum soot surface temperatures for Figure 3: Local peak soot volume fraction and soot
undiluted ethylene as a function of pressure surface temperature as a function of pressure for

undiluted ethylene flames

In order to compare with the previous soot volume fraction measurements [2], soot
surface temperature measurements were made in undiluted ethylene flames with a constant fuel
mass flux. As the pressure increases the fuel mass flux at the smoke point increases. Therefore,
with constant fuel mass flux the flames were above their smoke points at low pressures and were
below their smoke points at high pressures. The comparison between soot volume fraction and
soot surface temperature is discussed in more detail in Fig. 3.

Soot volume fraction,f, measurements were made using LII in a similar burner as used
for the current investigation [2]. From Fig. 3 it is clear that as pressure increases the local peak
f•, measured at 65% of the flame's height, increases while the soot surface temperature in each

24-0 ._ _ a... ._ _ case decreases. As expected, the increase inf, with
ItUabo "M3"84 a I Mao pressure leads directly to a decrease in soot surface

temperature. As the pressure increases, the blue
2280 (soot-free) region of the flame is eliminated and more

R:.&- bear lesssoot is produced (since flames are at or below the
230 , ,smoke point, the soot is completely oxidized) which

080 •.eventually leads to an overall cooling of the flame.
The soot surface temperature at constant fuel

mass flux decreased with pressure. fv increases (non-
¶8,0 linearly) with pressure and therefore, so do the losses

from soot radiation. To determine if the reduction in1700 ,o soot surface temperature could be attributed

v,,mto") completely to the increased radiation losses, a simple
Figure 4: Measured soot surface calculation was preformed. By knowing theft and

temperature (square symbols) averaged the flame cross-sectional area at 65% of the flame
radially at 65% of the flame height as a height from [2], and assuming a constant soot

function of pressure in pure ethylene spherule diameter and emissivity, a radiation loss can
flames accounting for radiative losses from
soot (line) shows reduction in temperature be calculated. The resulting calculated temperature

due to increased soot loading with is plotted in Fig. 4 along with the actual
pressure measurements at 65% flame height at constant fuel

mass flux. As seen in this figure, the measured
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reduction in soot surface temperature can be completely attributed to the increased radiation
losses due to increased soot loading.

Species Concentration Measurements
Upon completion of the microprobe and necessary burner/pressure vessel modifications,

a number of samples have been collected from pure ethylene flames over a range of pressures.
An initial concern, which had been somewhat addressed by previous researchers [1], was that the
heated stainless steel probe would catalytically react with the sample and reduce the acetylene
and benzene concentrations. Two tests were conducted to determine if this concern was
legitimate: a sample was taken half the distance from the chimney wall to the flame in front of
the flame, and a sample was taken half the distance from the flame to the chimney wall through
the flame. The two samples were analyzed with the GC-MS and it was clear that the
concentrations of acetylene and benzene were almost identical in each case. With this settled,
calibration has now begun and species concentration measurements are currently underway.

Observations
Soot surface temperature measurements have been completed and species concentration

measurements are currently in progress. The findings from these most recent investigations are
as follows:

1. With increasing pressure, the flame height decreases, increasing the rate of heat transfer
to the fuel tube and causing a cooling at the base of the flame.

2. As expected, the addition of a diluent cools the soot surface. With dilution, the soot at
the tip of the flame remains hotter than soot lower in the flame. This becomes more
pronounced with continued addition of diluent to 40% dilution by volume. Overall, the
helium diluted flames are the warmest and the CO 2 diluted flames are the coolest. This is
both a heat capacity effect as well as a small contribution from radiative heat loss with
C0 2 .

3. The changes in measured temperature with both pressure and dilution were larger than
calculated based on chemical equilibrium. The measured temperatures decrease more
dramatically with dilution then predicted from equilibrium calculations, at all pressures,
despite the similar soot loading between flames (due to each flame being at its smoke
point).

4. There is a chemical effect on overall soot production in flames diluted with carbon
dioxide, in agreement with previous findings by Glassman [5], such that higher fuel flow
rates are required to reach the smoke point. Flame height scales directly with the
molecular weight of the diluent, as expected. The helium diluted flame looks very
similar to the undiluted ethylene flame in both height and temperature uniformity.

5. The overall peak temperature of the undiluted flames decreases with pressure from
approximately 2300 K at one atmosphere to approximately 1800 K at eight atmospheres.
This reduction in soot surface temperature can be fully explained by increased soot
radiation, due to higher soot loading with pressure.
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SUMMARY

In both space and aircraft applications, the design of combustors in propulsion systems remains a
significant technical challenge. Given the cost, difficulty and time consumed in experimental
testing, it is well recognized that computer modeling is essential to exploring different design
concepts, and to reducing the cost and time of the design cycle. While many phenomena may be
involved - sprays, radiation, combustion dynamics, etc. - a central problem is that of modeling
turbulent-chemistry interactions in turbulent combustion. The PDF approach to turbulent
combustion has the advantages of fully representing the turbulent fluctuations of species and
temperature, and of allowing realistic combustion chemistry to be implemented (e.g., of order 50
species). This methodology is also being applied in conjunction with large-eddy simulations, in
which case it is referred to as LES/FDF. The overall objective of the proposed work is to
advance and extend the PDF and LES/FDF approaches to modeling turbulent combustion in
flows of relevance to aerospace propulsion systems. Recent work includes: (1) a study of
different chemical kinetics mechanisms applied to piloted methane flames; (2) continued
development of the LES/FDF methodology, both at Cornell and in collaboration with the
University of Pittsburgh; (3) Lagrangian studies of the interaction between mixing and chemical
reaction in PDF calculations of jet flames; (4) PDF investigations of the stabilization mechanism
of lifted flames in vitiated co-flows; and (5) an examination of the effects of time averaging on
the numerical accuracy of PDF calculations.

COMPARISON OF REACTION MECHANISMS IN PILOTED METHANE FLAMES

This investigation (Wang & Pope 2007a) is motivated by apparent discrepancies in previous
PDF model calculations of the Sandia piloted non-premixed turbulent jet flames (the Barlow &
Frank 1998 flames D, E and F). In 2000, both the Cornell and Imperial College groups reported
accurate calculations of these flames, but with different sub-models. The former calculations (Xu
& Pope, 2000) use an augmented reduced mechanism based on the GRI mechanism, and the
EMST mixing model with model constant C* = 1.5. The latter calculations (Lindstedt et al.
2000) use Lindstedt's reduced mechanism and the modified Curl mixing model with model
constant C+= 2.3. Since that time a number of studies, in particular Cao et al. (2005, 2007), have
examined the effects of some different mechanisms and mixing models, and yet the differences
between the two sets of calculations in 2000 remain unexplained.

In the study reported here (Wang & Pope 2007), a comparison is made between non-premixed
flame calculations using the GRI 3.0 and Lindstedt detailed mechanisms and with different
mixing models. Additional insights are provided by autoignition and non-premixed strained
laminar flame calculations.
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Figure 1 shows the ignition delay times given by different mechanisms for a stoichiometric
methane/air mixture as a function of the initial temperature. As may be seen, for temperatures
above 1,400K, the Lindstedt mechanism exhibits a shorter ignition delay time.
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Fig. 1 Ignition delay times (IDTs) of different mechanisms at different initial temperatures T.
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Fig. 2 The peak values of the temperature, and the mass fractions Of CO2, H20, GO, H2, and OH against
the nominal strain rate a in the opposed laminar jet non-premixed flames computed with different reaction
mechanisms.

67



A series of calculations was performed of strained non-premixed laminar flames with the same
fuel and oxidant used in the Barlow & Frank flames (i.e., the fuel is 1:3 methane/air, and the
oxidant is air). Figure 2 shows the peaks of various quantities in these flames as functions of the
imposed strain rate. While the Lindstedt and GRI mechanisms yield comparable properties at
low strain rates, the Lindstedt mechanism exhibits a greater resilience to extinction.

A set of 28 PDF calculations of the Barlow & Frank flames have been performed, with both
chemical mechanisms, three mixing models, and a range of values of the mixing model constant
C+. Figure 3 shows some of the results on "burning indexes" (BIs) at an axial location of 7.5 fuel
jet diameters. (The burning index is zero for complete extinction and one for complete
combustion.) There are two fundamental observations from these results. First, for a given
mixing model and value of C+, the Lindstedt mechanism uniformly yields higher values of BI
than does the GRI mechanism. This is consistent with the previously observed shorter ignition
delay time and higher extinction strain rate of the Lindstedt mechanism. Second, the two
calculations closest to those of Xu & Pope (2000) and Lindstedt et al. (2000) (i.e., GRI, EMST,
C# = 1.5 and Lindstedt, modified Curl, C4 = 2.3) yield very similar values of BI which are
generally in agreement with the experimental data (though less so for H20 and OH). This, then,
provides a full explanation for the similar calculations in 2000 using different submodels.
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Fig. 3 The burning indexes of the temperature and the mass fractions of CO 2. H20, CO, H2, and OH
against C+ at the location of x/D = 7.5 in the Sandia flame. The two letters in the legend identify the
combination of the mixing models (E: ESMT, 1: IEM, and M: modified Curl) and the reaction
mechanisms (G: GRI-Mech 3.0, L: Lindstedt mechanism).
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The present work reveals significant differences in the predictions of the two mechanisms, but
does not determine which (if either) is accurate under the conditions investigated. There are
experimental data for non-premixed laminar flame with the flame E fuel (methane/air mixture
Barlow et al. 2001), but these are at very low strain rates. It would be extremely valuable to
investigate experimentally the properties of strained laminar flames of this fuel close to the
extinction strain rate.
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SUMMARY/OVERVIEW:

The specific objectives of this work are to further develop and improve the "filtered density
function" (FDF) methodology for closure of the subgrid scales (SGS) in turbulent reacting
flows, and to implement the resulting SGS closure for large eddy simulation (LES) of non-
premixed turbulent flames.

TECHNICAL DISCUSSION

The filtered density function (FDF) methodology [1] has proven effective for large eddy
simulation (LES) of turbulent reacting flows. The fundamental property of the FDF is exhibited
by the closed form nature of the chemical source term appearing in the transport equation
governing the FDF. This property is very important as evidenced in several applications of FDF
for LES of a variety of turbulent reacting flows. Reference [2] provides a review of the latest
progress in FDF modeling and its continuing widespread usage by many researchers within the
combustion community. In our previous AFOSR sponsored work, we have successfully
completed the developments and applications of the FDF and the density weighted filtered
mass density function (FMDF) to account for the scalars (SFMDF) and the joint velocity-scalar
(VSFMDF) fields.

There are four basic elements in our research conducted within the past year: (i) development
and improvements of physical SGS models, (ii) improvement of the computational efficiency
of the simulations, (iii) application of the resulting computational tool for actual simulations of
turbulent reacting flows, and (iv) analysis of the simulations' results for assessing the physics
of turbulent combustion. Reference [3] provides some of our recent results in our continuing
progress in all of the basic elements of this research. A summary of our progress in each of
these endeavors is provided below.

In regard to issue (i), our latest efforts have been focused on inclusion of the SGS "frequency"
into the FDF formulation. For that, we have developed the joint frequency-velocity-scalar
filtered mass density function (FVS-FMDF). This is the most comprehensive form of the FDF
to date as it accounts for SGS closure of the velocity field, all of the scalars and the frequency
in variable density flows. We have developed a modeled transport equation for the FVS-FMDF
in which the effects of convection and chemical reaction appear in closed forms. The unclosed
terms are modeled in a fashion similar to PDF methods [4]. The modeled FVS-FMDF transport
equation is solved and the methodology is employed to simulate several turbulent shear flow
configurations.
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While issue (ii) is not of direct relevance to combustion physics, it an important issue in LES.
In order to apply the FDF for prediction of realistic and complex flames, our hybrid finite-
difference (FD) / Monte Carlo (MC) numerical solver has to be continuously improved. With
today's computer architectures, this improvement is highly correlated with the extent of the
computational parallelization. The parallelization is implemented by dividing the
computational domain into equal-sized sub-domains. Each processor performs the FD
procedure separately on each of these domains. The message-passing interface (MPI) library is
used to pass the variables between processors. This implementation ensures load balancing.
The message-passing is implemented in a non-blocking manner, to enable overlapping of
communications with computations. This results in reduction of communication overhead. The
parallelization of MC procedure is done by dividing the MC particles among the processors
according to their spatial location. This way the particles have direct access to the FD variables
they need for their evolution. Each MC particle evolves independently, thus there is no inter-
particle interactions. As the particles move, they may translate to the neighboring sub-domain.
This is done by communicating the particle values between the adjacent processors. Due to
stochastic nature of particle motion, there is a substantial increase in communication overhead
due to particle oscillation near the sub-domain's boundaries. To alleviate this, a buffer zone is
devised in which the particles are accumulated. With this treatment, the particle
communications are not needed at each time step and the communication overhead is decreased
significantly. The procedure as developed here is examined extensively on up to 128
processors. The results show good load balancing and close to linear speed-ups. This is a major
improvement as compared to balancing on 64 processors achieved last year. This efficiency
has been particularly important as we are primarily using the computational resources at the
Pittsburgh Supercomputing Center (PSC).

In efforts pertaining to issue (iii), we have used the VSFMDF for prediction of the Sandia's
piloted jet flames. These flames have been the subject of broad investigations by other
computational/modeling methodologies [5] and in fact have been successfully simulated in our
previous SFMDF simulations [6]. In the experiments, three basic flames are considered,
identified by Flames D, E, and F. The geometrical configuration in these flames is the same,
but the jet inlet velocity is varied. In Flame D, the fuel jet velocity is the lowest and the flame
is close to equilibrium. The jet velocity increases from flames D to E to F, with noticeable non-
equilibrium effects in the latter two [5]. Various fuel jet and air co-flow speeds are studied to
create an experimental database for different levels of flame blow-off. Previously, the SFMDF
has been successfully implemented for prediction of all of these flames. In our current
VSFMDF applications, only flame D is considered. For this flame, combustion is modeled via
the near-equilibrium oxidation model and is enacted via "flamelet" simulations which consider
a laminar counterflow (opposed jet) flame configuration [7]. The full methane oxidation
mechanism of the Gas Research Institute (GRI) [8] accounting for 53 species and 325
elementary reactions is used. At low strain rates, the flame is close to equilibrium. Thus, the
thermo-chemical variables are determined completely by the "mixture fraction." This flamelet
library is coupled with our VSMFDF solver in which transport of the velocity field and the
mixture fraction is considered.

In regard to (iv), we have had some very interesting observations in analyzing the results of our
various simulations. Some of our key findings are summarized here. First, we have observed
that the FVS-FMDF provides a much better prediction of the SGS kinetic energy and the
overall flow structure as compared with the VSFMDF in which the frequency was modeled in
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an ad hoc manner [9-11]. Secondly, we have observed that in both the FVS-FMDF and
VSFMDF, the magnitudes of all of the second order moments are not sensitive to the values of
the (empirical) model constants. While these values influence the allocations of the resolved
and the SGS energies, the magnitudes of the "total" energies are independent of the model
constants. Of course, the range of the constants as considered is such that the magnitude of the
resolved energy remains in an accepted proportion (compared to that of SGS). Finally, we
have observed that the VSFMDF is capable of simulating Sandia Flame D very effectively,
without any need for adjustment of the model constants, as suggested in our previous work [5].
The methodology is capable of predicting the first two moments of the velocity field, the
temperature, and all of the major and minor species concentrations. The PDFs of the mixture
fraction and the temperature field as obtained by post processing of the resolved field also show
good comparison with data.

Table 1. Current state of FDF progress

Methodology SFMDF FMDF VSFMDF FVS-FMDFStatus • • -l1998-2000 2000-2003 2003-2006 2006-2007
Fundamental

Development
Efficient
Computation
Basic Flow

Simulations
Complex Flow
Aplications
Implementations
by Others
Industry/Commercial
Utilization
CPU Requirements
(Relative to conventional 412 13.6 14.4
LES)

SCompleted in progress

At this point, it is useful to summarize the current state of progress in development and
applications of the FDF. Table 1 is constructed for this purpose. It is now clearly established

that the FDF provides an excellent means of SGS modeling as compared to most of the other
conventional methods in LES of turbulent reacting flows. The issue of primary concern in FDF
is associated with its computational costs. Currently, the SFMDF (simplest of the FDF
methods) requires about 4 times of the computational requirement of conventional methods (for
transport of a single conserved scalar variable). This comparison cannot be conducted for
complex reacting flows due to inability of non-FDF methods to account for SGS effects in such
flows. This overhead is surely expected to be reduced further with our better/enhanced
capability of utilizing MPI (a never ending process!). Nevertheless it has been tolerated and is
rated acceptable as the methodology is now being widely utilized by a large number of
investigators worldwide; it has been used in commercial software and also being utilized for

72



industrial applications. See Reference [2] for a recent bibliography. Presently, the
computational cost associated with simulations of the velocity field is prohibitive (despite the
excellent results of complex flows obtained via the VSFMDF). This cost must be substantially
reduced before the full-scale FVS-FMDF can be recommended for practical applications.

WORK IN PROGRESS

Our current work is concentrated on fine-tuning and further implementation of both of the
VSFMDF and FVS-FMDF to simulate complex flames. Several alternatives (stochastic and
deterministic closure) for SGS frequency are being investigated. Work is also continuing in
reducing the computational overhead as required in communications between the processors in
FDF simulations.
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SUMMARY/OVERVIEW

The efforts of this research program are directed towards two goals. The first of these goals
is the development of models that can describe more accurately the interaction of turbulence and
chemistry in large-eddy simulations (LES). The second is the development of reduced chemical
kinetic mechanisms for JP-8 surrogate fuels using a component library approach. In the most
recent reporting period, significant steps towards meeting each of these goals have been taken.
Specifically, a new and consistent dynamic LES model for the turbulent burning velocity has
been formulated. Additionally, the efficiency of the reduction procedure has been improved and
a tool for the automatic combination of chemical mechanisms from different sources has been
developed.

TECHNICAL DISCUSSION

Combustion Models for LES
Most modem methods of dealing with premixed combustion in LES require information

about how subfilter physics affect flame propagation. These physics, which tend to increase the
speed of flame propagation, must therefore be incorporated into simulations using turbulent
burning velocity models. Until recently, these models were being developed independently of
the LES framework in which they were applied. This created consistency problems and
prevented the advantages of modeling specifically for LES from being realized.

The present research program has produced a dynamic turbulent burning velocity model
that deals with these issues. This model was developed within the framework of LES and was
designed to produce flame speeds that predict filter-independent mean flame positions.
Additionally, the new model allows the constant coefficients that appear in most functional
descriptions of the burning velocity to be calculated locally and instantaneously within a
simulation. This both limits the ability of the model developer to artificially affect flame
behavior, and allows a wider variety of physics to be described by the model. A derivation of the
model begins with the formulation of an equation describing the evolution of a flame front.
When a flame front is defined to be the isocontour c = co of a progress variable c, this evolution
equation can be produced by multiplying the progress variable transport equation with a delta
function,

6 (c-co) =6(,-,O) L+O ÷) +, ,. (1)
This delta function can equivalently be written as the derivative of the heaviside function
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H (c - co). It can then be combined with the other terms. This results in an equation describing
the evolution of a sharp step function located at the flame front,

)[H(-co)]+ uj 0 = DI)IV [H (c - co)] I+ s±L,,c IV [H (c - co)]I, (2)

&t xj
where the propagation speed of the co surface, SLc 0, has been introduced to describe the source

terms. Unlike level set formulations, this equation is valid everywhere in space, and not just at
the 2-D flame front. This is an important property because it means that a standard LES
volumetric filter can be applied to the equation. Making the notationally convenient substitution
9 = H (c - co) and filtering gives,

Ot+-1. x = (DK) 7 + oIV;l

where 9T,c0 IV l = SL,colVgI and (r)T Ivgl = DO Vg represent the introduction of models
describing the filtered burning velocity, ST,co, and filtered curvature propagation, (D-1--)T.

Equation (3) is significant because it explicitly describes the existence and form of the
terms that need to be modeled by the subfilter turbulent burning velocity. Additionally, when
both filtering and test filtering are used, it provides the framework for producing a dynamic
equation that can be solved to determine the value of model constants. For example, since filters
commute with temporal derivatives, the application of a broad test filter to Eq. (3) produces a
transport equation for 9 (the hat operator denotes the test filter). If primary and test filters are

instead applied to Eq. (2) concurrently, a slightly different equation for g is produced. These
two equations are relatable at all times since they describe the same variable. However, since
they also correspond to different sequences of filter application, the modeled terms appear in
somewhat different forms. After manipulation, the relation between the modeled terms can be
written as,

()) = ( - STu , (4)

where the u subscript denotes conditioning on the unburned side of the flame front. Although

OIv lis underresolved in an actual LES and cannot be computed, an accurate method of
approximating this term using information about the area of the filtered flame front has also been
developed. The introduction of this method makes it possible to solve Eq. (4) for either burning
velocity or curvature propagation model constants.

A direct numerical simulation (DNS) of a front propagating in forced homogeneous
isotropic turbulence was performed to validate this model. This DNS was run on a 256 x 128 x
128 mesh at a Reynolds number of Re,\ = 40. The simulation was run at a constant density and
gas expansion effects were not considered. A level set was used to describe the flame front, and
a laminar burning velocity of approximately one-third of the maximum velocity fluctuation
magnitude was prescribed. An instantaneous snapshot from this simulation is shown in Figure. 1.

Figure 1 also shows mean front displacement as a function of time, computed both directly
from the DNS and from a variety of models. If no turbulent burning velocity model is used to
describe mean propagation, mean front displacement is severely under-predicted, as expected.
The static turbulent burning velocity model, however, somewhat over-predicts mean front
displacement. In contrast, the dynamic model accurately predicts this transition. This
improvement can be attributed to the model's access to surface area information. For example,
the solid line in Fig. 1 shows computed mean front displacement when the propagation speed is
described by multiplying the laminar burning velocity by the ratio of the exact flame area and the
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mean, or flat, flame area. Equation (4) reduces to this description in simple cases, and the results
are in excellent agreement with the DNS data. The other two lines in Fig. 1 show front
displacements computed by applying the dynamic model at different filter widths. These
realizations are both considerably more accurate than the static model, and demonstrate that the
effectiveness of the dynamic procedure holds under a variety of filters.

0,25

;.t 0.2 1,3 0.4 05 0.6
Time (s)

Figure 1: Left Pane: Snapshots from a DNS of front propagation. The level set is the wrinkled surface, and the cut plane shows
voriticity magnitude. Right Pane: Front displacement from initial location as a function of time. 0 : Mean front position from
DNS; El : Laminar burning velocity model, SL,.; A : Static turbulent burning velocity model, sT.,; Solid line: SL,. scaled by the
ratio of the exact front area (from DNS) and the averaged front (planar) area; Dashed line: Dynamic model with overline filter
width<<Ax and hat filter width=Ax; dash-dotted line: Dynamic model with overline filter width=4Ax and hat filter width=128 Ax.

Automatic Multi-stage Reduction of Larme Chemical Kinetic Mechanisms

Several techniques, specifically tailored to hydrocarbon chemistry, have been developed
for the reduction of large kinetic schemes. These techniques include the Directed Relation Graph
with Error Propagation (DRGEP) method that eliminates negligible species and reactions,
chemical lumping and quasi-steady state assumptions. Two major issues linked to the species
elimination step have been identified and addressed, and tools for the combination of reduced
mechanisms from different sources have been developed.

Group-based coefficients and integrity check
The effect of removing some group of species on a target is estimated more accurately by

the introduction of a new, group-based direct interaction coefficient that better balances the
contribution to the production and consumption of a given species and that takes into account the
effect of the species already discarded. The coupling between two species A and B given a set
{S} of species already removed is defined as:

Xri-t,flR Vi.AWAB IS) I,'A •, (S) -ý ............ ..., i(jA .................. ........., (5)
'~.4IJ,(S) - a(PA, CA)(5

where the Kronecker symbol 6 is unity, if the ith reaction involves species B or any species in
subset {S}, and 0 otherwise. PA and CA are the total production and consumption rates of species
A. The DRGEP coefficients are recomputed regularly during the reduction procedure. A major
advantage of this approach is the equal consideration of all species, whether they are being
produced or consumed through many parallel chemical paths or not. Moreover, any intermediate
species in a skeletal mechanism must have at least one production and one consumption path.
Some species might fail this requirement, especially in very short skeletal mechanisms. If a
species is not produced anymore, it should be removed. If a species is not consumed anymore, it
creates a sink of mass that can impact greatly the kinetic equilibrium concentrations of the
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products. An algorithm has been designed, that identifies truncated chemical paths and
eliminates them by adequately reordering the list of species provided by the DRGEP method.

The use of the group-based coefficients along with the species reordering algorithm shows
a significant improvement in the accuracy of the skeletal mechanisms, as displayed in Fig. 2.
Errors in ignition delay times have been reduced considerably, resulting in smaller mechanisms
for a given accuracy. The corresponding negligible error in the final mass fraction of CO proves
the absence of any truncated chemical paths.
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Figure 2: Reduction of LLNL iso-octane mechanism for low temperature ignition. Evolution of the error on targets when using
the original method (solid line, filled circles) and the group-based coefficients and integrity check (dashed line, open triangles)

Combination of mechanisms
The reduction tools developed within this work are used to derive single component

skeletal mechanisms for different sets of initial conditions. These short mechanisms can then be
combined to obtain chemical models of surrogate fuels. The main assumption of this approach is
that most of the interactions between two different fuels happen at the level of small species.
Cross-reactions between fuel-specific molecules are assumed to be negligible or limited to a few
easily identifiable species and reactions. Including several components in the surrogate definition
implies that mechanisms from potentially very to'

different sources will have to be combined. An OW
interactive setup has been designed to assist in the.)X 90
merging of species, thermodynamic and transport data,
and elementary reactions from different sources. E

The construction of a reduced scheme for n-
heptane and iso-octane mixtures is presented as an ,1"
example of this modular approach. The detailed
mechanisms from LLNL are reduced for a wide range
of homogeneous initial conditions. Four modules are 0A 1 I 1/K 6

obtained: two high temperature mechanisms and two Fiur : igol
Figure 3: Comparison of ignition delay times

low temperature modules for n-heptane and iso-octane between experiments (filled symbols), detailed
respectively. Reduced mechanisms for Primary (lines) and reduced (open symbols) mechanisms for

Reference Fuel (PRF) mixtures are obtained by PRF at various octane numbers.

combining those modules together. The LLNL detailed mechanism for PRF is used for
comparison purposes. The low temperature modules for the individual fuels are comparable in
size to their high temperature counterparts, and therefore should be used only when required by
the application. The combination of the various techniques allows reducing the number of
species and reactions by nearly an order of magnitude. Comparison of ignition delay times
obtained using the LLNL detailed mechanism for PRF and the reduced surrogate mechanism,
shown in Fig. 3, are satisfactory.
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SUMMARY

Our recent studies have shown that the subgrid-scale (SGS) mixture fraction has different
structures and distributions for different SGS scalar variances. We study the effects of the
structures on the scalar dissipation and temperature dissipation in the context of large-eddy
simulation of turbulent combustion. Line images obtained in turbulent partially premixed
(Sandia) flames are used to analyze the scalar and temperature dissipation rates conditional
on the scalar and temperature, which must be correctly modeled in LES. The results show
that for fully burning SGS fields with small and large SGS variance the scalar and tempera-
ture dissipation structures are consistent with those in quasi-equilibrium distributed reaction
zones and strained laminar flamelets, respectively. For extinguished SGS fields, the scalar
dissipation increases with SGS variance. The temperature dissipation is similar for small and
large SGS variance but have different spatial structures. The results in the present study
show that it is important for combustion models to predict both distributed reaction zones
and flamelets as well as their extinction. Specifically, mixing models for FDF methods need
to be able to account for the different SGS temperature structures and the SGS mixing time
scales resulted from the different SGS mixture fraction structures.

TECHNICAL DISCUSSION

Turbulent mixing and turbulence-chemistry interaction are key processes in turbulent
combustion. Accurate predictions of turbulent flames depend critically on correct modeling of
these processes. In large-eddy simulation (LES) of turbulent combustion mixing by the large,
resolved scales is computed. At the same time, the subgrid-scale (SGS) scalar mixing and the
resulting instantaneous distribution of scalar values in each grid volume, the species filtered
joint mass density function (FMDF) must be faithfully represented in order to accurately
predict the chemical reaction rate[l, 2], which requires knowledge of SGS mixing and its
interaction with chemistry.

Our recent studies ([3, 4, 5, 6, 7, 8]) have shown that the SGS scalar at a fixed location
has qualitatively different filtered density function (FDF) shapes and structures depending
on the instantaneous SGS scalar variance. When the SGS variance is small compared to its
mean value, the SGS scalar has close to Gaussian distributions, indicating well mixed SGS
scalar fields. When the SGS variance is large compared to its mean value, the SGS scalar has
bimodal distributions, indicating highly nonpremixed SGS scalar fields. In a nonpremixed
flame this would indicate that the fuel lean and rich regions of the SGS fields are highly
segregated. There is a sharp interface separating the two regions, across which there is a
large scalar value jump (can be as large as the integral-scale fluctuations). The conditional
SGS structure on average resembles that of a counter-flow diffusion flame, which is a model
for laminar flamelets.
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The well-mixed and the highly nonpremixed SGS mixture fraction fields can potentially
have strong influences on the flame structure. In this study we investigate the effects of the
SGS mixture fraction structure on the conditional scalar dissipation rate and the temperature
dissipation rate in turbulent partially premixed flames, which evolve the filtered joint mass
density function of mixture fraction and temperature dissipation:

FýTL(ý; X, t) = (p(x, t)6(ý - F)b(T - T)t =

J p(x', t)6(ý - ý)6(T - T)G(x - x')dx', (1)

where ý, T, ý, and T are the mixture fraction, temperature, and their sample-space variables,
respectively. p is the fluid density. The subscripts f and L denote conventional and Favre
filtered variables, respectively. The knowledge of these dissipation terms is a first step
in understanding the SGS turbulence-chemistry interaction and an important step toward
understanding the SGS mixing of multiple reactive scalars.

Experimental data and processing procedures

We use experimental data obtained in piloted turbulent partially premixed methane
flames with a 1:3 ratio of CH4 to air by volume (Sandia flame D and E, see [11, 12]). Their
measurements employed combined line-imaging of Raman scattering, Rayleigh scattering,
and laser-induced CO fluorescence. Simultaneous measurements of major species (COQ, 02,
CO, N 2 , CH4 , H 2 0, and H2 ), mixture fraction (obtained from all major species), temperature,
and the radial component of scalar dissipation rate were made. The mixture fraction is
calculated using a variation of Bilger's definition, which has been modified by excluding the
oxygen terms. The length of the imaging line is 6.0 mm with a pixel spacing of of 0.2 mm.

Measurements of the filtered density functions require spatial filtering of scalar fields. In
this research, both one-dimensional filtering will be employed. The filter sizes A employed
in this work are 3.0 and 6.0 mm.

Results

The scalar dissipation and temperature dissipation are analyzed using their conditional
samples. We use the Favre filtered mixture fraction, (4)L = (P•),/(P)e, and the Favre SGS
scalar variance,

(I'I2)L 1 -- FýL(ý;x,t)(-- (ý)L)2 dý = (pý2)e/(p)e _ L (2)

as conditioning variables.

The conditional samples of the scalar dissipation conditional on both the mixture fraction
and temperature, {xIJ, T}t, at x/D = 7.5 for small SGS variance is shown in Fig. 1(a). The
SGS flame is essentially fully burning with very few extinguished samples. Fluid parcels
having temperatures close to the equilibrium values have low scalar dissipation rates. Higher
scalar dissipation rate values generally correspond to reductions of temperature from the
equilibrium values. The amount of reduction, however, does not depend strongly on the
mixture fraction values. This is consistent with the weak dependence of the conditionally
filtered scalar dissipation (Xl)e on ý under the same condition. Because the conditional SGS
flame is likely in the form of quasi-equilibrium distributed reaction zones, the temperature-
scalar-dissipation correlation for a fixed mixture fraction is consistent with the expectation
that in a quasi-equilibrium distributed reaction zones the temperature decreases as the scalar
dissipation increases[9].
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Figure 1: The mean conditionally filtered scalar dissipation conditional on both the mixture
fraction and temperature, (XIý, T)t, for A = 3.0mm and (ý)L = ý, at x/D = 7.5 in flame D.
The X values are given in the legend. (a) (ý"2)L = 0.001 and (b) (C"2)L = 0.024
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Figure 2: The mean conditionally filtered scalar dissipation conditional on both the mixture
fraction and temperature, (XjI, T)t, for A = 3.0mm and (ý)L = ., at x/D = 15 in flame D.
The X values are given in the legend. (a) (ý'")L = 0.001 and (b) (ý'")L = 0.024

The results for large SGS variance (Fig. 1b) is qualitatively different from that for small
SGS variances. The scalar dissipation is generally small for very lean and rich mixtures and
is large for slightly rich SGS mixtures near ý = 0.45 (the stoichiometric mixture fraction ý. =
0.35) . This is consistent with the bell-shaped conditional dissipation under the condition
of large SGS variance and the existence of the diffusion layer in the flame. The temperature
near 4, is lower than the equilibrium values. At this downstream location there is little
extinction; therefore, the temperature reductions in the diffusion layer are largely due to the
straining of laminar flarnelets.

The results for x/D = 15 (Fig. 2) show a large number of extinguished samples with very
low temperatures (< 1300K). When the SGS variance is small, the dissipation rate increases
with decreasing temperature for the burning samples. The dependence is insensitive to the ý
values, similar to the results shown in Fig. 1(a). For the extinguished samples the dissipation
rate is generally well below the extinction rate for steady laminar flamelets.

The conditional scalar dissipation samples at x1D = 15 for large SGS variance is shown
in Fig. 2(b). Similar to the results at x/D = 7.5, the dissipation is insensitive to the mixture
fraction value and increases with decreasing temperature for the fully burning samples. How-
ever, this figure shows a large number of extinguished samples with large scalar dissipation
values, in contrast to the low dissipation for extinguished samples for small SGS variance.
The scalar dissipation appears even to increases for lower temperature. Because diffusion
layer exists under the condition of large SGS variance in which scalar dissipation is large,
these extinction events are most likely flamelet extinction.

The conditional samples of the temperature dissipation conditional on both the mixture
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Figure 3: The mean conditionally filtered temperature dissipation conditional on both the
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Figure 4: The mean conditionally filtered temperature dissipation conditional on both the
mixture fraction and temperature, (XTIý, T)t, for A = 3.0mm and ()L = ý, at x/D = 15 in
flame D. The XT values are given in the legend. (a) (ý'")L = 0.001 and (b) (ý"')L = 0.024

fraction and temperature, {XTIJ, T}t, at x/D = 7.5 for small SGS variance is shown in
Fig. 3(a). Near . the flame reaches the local maximum temperature, leading to the low-
est temperature dissipation. Away from • the temperature dissipation is small near the
equilibrium curve and increases when the temperature decreases. The similarity between
the conditional temperature dissipation and the conditional scalar dissipation samples for
the rich and lean mixtures is because for mixture fraction values away from •, there exists
correlation between ý and T near the equilibrium curve (positive for ý < • and negative
for ý > c,). Therefore, the temperature dissipation increases with the scalar dissipation for
these mixture fraction values.

The conditional temperature dissipation samples for large SGS variance at x/D = 7.5
is shown in Fig. 3(b). The very rich and lean mixtures separated by the diffusion layer
have low temperature dissipation because the temperature in laminar flamelets are closely
related to the scalar dissipation, which is low for these SGS mixtures. The few extinguished
samples generally have small temperature dissipation values because mixing tends to reduce
temperature gradient. Large temperature dissipation values occur in rich mixtures with ý
values ranging from 0.5 to 0.65 near the equilibrium curve, but not in the lean mixtures.
This is in contrast to the result for small SGS variance in Fig. 3(a).

At x/D = 15 the scalar dissipation and temperature dissipation for the fully burning
samples (Fig. 4) are similar to those at x/D = 7.5, i.e., similar to distributed reaction zones
and laminar flamelets, respectively. The extinguished samples with very low temperatures
(< 1300K) generally have small temperature dissipation values because the temperature gra-
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dient is reduced due to mixing. The samples with intermediate temperatures (1300-1600K)
have the highest temperature dissipation and the dependence on the mixture fraction is weak
for both small and large SGS scalar variance values. The seemingly similar temperature dis-
sipation structures for these samples, however, result from different SGS mixture fraction
structures.

For small SGS variance the SGS mixture fraction is well mixed. Away from the equilib-
rium the temperature does not follow the equilibrium relationship (T, = T,(ý)), therefore, we
expect little dependence of temperature dissipation on the mixture fraction. For intermedi-
ate temperatures there is intense SGS mixing as indicated by the relatively high values of X
(Fig. 4a), resulting in high temperature dissipation. Consequently, the scalar dissipation and
the temperature dissipation have similar dependence on ý and T for these temperature. For
low temperatures, the SGS mixing has progressed much further, resulting in more uniform
temperature and low dissipation. In addition, lower diffusivities resulted from the reduced
temperature can also contribute to the lower dissipation rates.

For large SGS variance, the large temperature dissipation and its lack of dependence on
the mixture fraction for intermediate temperatures are likely to be the results of both large
scalar dissipation in the cliffs and the temperature gradient along the iso-c surface developed
due to extinction (e.g, near flame holes). For very low temperatures, the extinguished regions
are expected to be large and the temperature gradient in the cliff has been smoothed out,
as indicated by the low temperature profiles in Fig. 2(d), which show mixing of cold fuel
and oxidizer without reaction, resulting in reduced temperature dissipation. Contrary to
the case of small SGS variance, the dependence of the temperature dissipation on ý and T
differs from that of the scalar dissipation (Fig. 4b), a result of different SGS mixture fraction
structures.
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SUMMARY
The overall objective is to gain insights about of the various chemical and physical processes that
occur during ignition of a solid propellant by a high-pressure and high-temperature plasma. The
plasma is formed within a hydrocarbon capillary by an electrical discharge process. The plasma
emerges into stagnant air as an underexpanded supersonic jet. Two experimental approaches are
applied. A triple-quadrupole mass spectrometer is employed to examine species from the plasma
and the pyrolysis products from the propellant generated by interactions with the plasma. A fast-
response heat flux gauge has been designed and utilized to determine the transient variation of
the radiant heat flux, with specific emphasis on the UV to near-visible components. The results
show that the use of different trigger-wire and capillary materials yields significant differences in
ignition and combustion of JA2 and transparent JA2, as well as in the radiative heat flux levels.

TECHNICAL DISCUSSION
Plasma-driven Ignition and Combustion of JA2 and Transparent JA2

We have continued our work to establish the effects of capillary material on plasma-
propellant type interactions, including ignition and ablation studies. Progress over the past year
was hampered by the departure of Dr. Li, who had a great deal of experience with the plasma-
propellant project. Still we were able to obtain some interesting results.

The ignition and combustion studies were
conducted in a small chamber with a volume of 8.2cm3 .
The charging voltage was set at 4kV, corresponding to
a peak power output about 19-20 kW, and a total
energy of approximately 1.6 kJ. The distance from the
exit to the sample was 3mm for all combustion tests to
ensure ignition. Figure 1 illustrates the flow structure
typical of such small distances between the nozzle exit
and the sample. It shows the intimate contact of the
plasma on the surface, which is expected to lead to the
dominance of convective energy transfer over radiative
transfer. Figure 1. Typically flow field for small

Figure 2 shows the combustion pressure traces for sample-to-nozzle distances
both JA2 and transparent JA2 solid propellants. The pressure traces show more rapid pressure
rise for JA2 than for transparent JA2, contrary to trends reported by other research groups. The
configurations of our tests in which convective heat transfer is expected to dominate may be
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reason for this trend. The faster rate of pressure rise for the iA2 indicates that more mass is
initially ablated from its surface compared to transparent JA2. To confirm this trend, ablation
tests were conducted with the two materials.

The ablation experiments were conducted in open air so that the sample did not ignite. Also
the sample to nozzle exit condition was extended slightly to 5mm. An 8mmx~mm test sample,
weighing nominally 260rag, was cut from a thin (2.5ram) sheet of propellant and placed on the
sample holder near the plasma exit. The charging voltage was set at 4kV. In these tests two
different capillary materials, polyethylene and Teflon were used; they were selected based on
previous heat transfer tests.

Figure 3 presents the results of the ablation tests for the two propellants and the two
materials. Consistent with expectations, the iA2 has greater ablated mass than transparent JA2
regardless of the capillary material used. Previous measurements of radiative heat flux by Das
and Thynell found that it was approximately 10% larger for the Teflon capillary than for
polyethylene, yet the Teflon tests showed substantially smaller erosion. The mass loss of the
capillary was also measured in these tests and the results showed larger mass losses for the
polyethylene capillary, indicating greater mass flow from the nozzle. Thus the trends in the
ablated mass are consistent with expectations that convective heat transfer dominants over
radiation transfer in our test configuration.

5000 5000

.4OOO • 000

S. . . . . : . . . . : . . . . : . . . . : . . . ' . . . . . . 2, : . . . : .. .. : s... . : . . , '
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Figure 2: Comparison of combustion pressure traces for JA2 and transparent JA2

,0.

Figure 3. Ablated mass loss for 4kV tests
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Testing is underway at a higher energy level of approximately 2.4kJ corresponding to a
charging voltage of 5kV. Initial results indicate that the JA2 has larger ablated mass than
transparent JA2 for the polyethylene capillary: 42 mg for JA2 and 16 mg for transparent JA2.
Ablated masses for the Teflon capillary are inconsistent, apparently because the sample is
igniting in some cases, causing nearly complete consumption of the sample. However, those tests
also indicated that ablated masses are higher for JA2.

Radiant Heat Flux Measurements
Recent investigations have convincingly proved the effectiveness of electrothermal-chemical

(ETC) ignition system in providing fast, and repeatable ignition and combustion of solid
propellant. Overall objective of the present research is to gain useful insight about the various
physical and chemical processes involved in the ETC ignition of solid propellant. ETC ignition
system uses high-temperature, high-pressure, capillary-sustained plasma jet that impinges
directly over the propellant. Part of the present research focuses on understanding the role of
radiative heat transfer during ETC ignition. Particular interests comprise measurement of
radiative flux, and electrical parameters during capillary discharge as well as the measurement of
stagnation pressure during ETC plasma impingement.

The phenomena of ETC ignition involves high-temperature, high-pressure, and highly
transient environment with substantial electromagnetic noise. Any measurement in this
environment can be prohibitively difficult. Our early effort, however, resulted in the
development of a thin film heat flux gage, and an inverse data reduction scheme that successfully
captured the transient variation of the radiant flux. Initial success of this thin film heat flux gage
prompted further development of a newly designed heat flux gage, and a two-dimensional
inverse data reduction scheme that can be used in radiant flux estimation for a wide range of
plasma energy level. While the previous reports described the heat flux measurement details,
material dependence studies, and the performance of the higher order data reduction scheme,
present report will provide results from the parametric studies on radiative heat transfer from a
capillary discharge.

The transient trends of current, voltage, radiant flux, and pressure have been reported earlier.
While these trends are quite repeatable, and do not vary much with material or energy level, the
peak and average values of these quantities changes substantially with capillary or trigger wire
materials, and energy level. Experiments are conducted for plasma charging voltage ranging
from 2.5kV (0.6kJ) to 7.5kV (5.4kJ). ETC plasma, generated by exploding a thin metallic trigger
wire and sustained by ablation of a hydrocarbon capillary, emerged from a Cu nozzle to impinge
on a stagnation plate equipped with an array of heat flux gages. Gages were manufactured by
sputtering 80nm Pt over 500pom sapphire substrate. Nozzle exit to stagnation plate distances were
varied between 5 mm to 50 mm. Three different capillary materials, Polyethylene (PE), Lexan
(LE), and Teflon (TE) were combined with three different wire materials Cu, Al, and Ni.

Figures I and 2 show the variation peak radiant heat flux with charging voltage, and nozzle
outlet to stagnation plate distance. Similarly, Figs. 3 and 4 show the variation of peak stagnation
pressure. To ensure the repeatability of the experiments, error bars are placed at ±2a, where a
indicates the standard deviation from three repeated measurements. The results consistently
follow the previous observations and indicate that high ablation provides high stagnation
pressure but low radiant flux for a wide range of plasma energy levels. These phenomena can be
explained by the possibility of developing optically thicker plasma as the ablation increases. It is
also observed that LE+AI combination provides maximum radiant flux, while TE+Ni
combination provides maximum stagnation pressure.
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Figure 1. Variation of peak radiant heat flux with Figure 2. Variation of peak radiant heat flux with
charging voltage for a nozzle exit to stagnation nozzle exit to stagnation plate distance at a fixed
plate distance of 50mm. charging voltage of 5.0kV.
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Figure 3. Variation in stagnation pressure with Figure 4. Variation in stagnation pressure with
charging voltage at a nozzle exit to stagnation plate nozzle exit to stagnation plate distance at a
distance of 50mm. charging voltage of 5.0kV.

Further computational and experimental investigations are in progress to investigate the
effect of radiant flux, and the possibility of radiative ignition of solid propellant. A new
experimental setup has been developed that can discharge higher energy level plasma with a
longer pulse length. Initial tests on this new setup have been accomplished. Final results are
awaited.

Technical Interactions
Over the last year we have several communications with the Boyd/Keidar group at Michigan,
which has begun modeling of the results of our experiments. They published a paper in January
of 2007 based on our earlier work and have additional modeling efforts underway.
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SUMMARY/OVERVIEW:

The adaptation of military engines for the use of different fuels requires further insight into the
development of autoignition and combustion processes. In this study, the ignition and
combustion of low-sulfur fuel were experimentally investigated using an optically-accessible
engine. The study is focused on the operating condition for which autoignition occurs in two
distinct stages. The influence of injection pressure, swirl number and speed are investigated,
showing that at low compression temperature the injection pressure plays the dominant role in
the autoignition process.

TECHNICAL DISCUSSION:

Exhaust gas recirculation (EGR) is a well-established method for the reduction of nitrogen oxide
formation due to charge dilution and decreased combustion temperatures. Experiments
undertaken in a high-speed, small-bore (diameter 79.5mm, stroke 85mm), single-cylinder diesel
engine showed that at high EGR rates, the autoignition mechanism changes from the typical
single stage to a two-stage process separated by the negative temperature coefficient (NTC)
regime.

The phenomena responsible for the transition from a single to a two-stage process were
investigated by analyzing chemiluminescent images and ultraviolet (UV) spectra in an optically-
accessible engine. The experimental setup is shown in Fig. 1. The engine has a bore and stroke
of 85mm x 90mm, with geometric compression ratio of 15:1. The images were taken through a
450 mirror and fused-silica window into the 40mm diameter cylindrical bowl of the piston.

Narrow-band filters together with an intensified CCD camera were used to capture filtered and
broadband UV signals. A spectrometer was coupled to the ICCD camera to observe the emission
spectrum.

VAN"

Fig. 1 Experimental setup
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Analysis of the spectra for this engine operating condition reveals that at an early stage of
combustion (4deg. aTDC) a large amount of luminous radiation is present at longer wavelengths,
presumably due to thermal emission of soot particles (Fig. 8). In contrast, at the same speed and
swirl number but at 800bar injection pressure, there is almost no luminous radiation at
wavelengths greater than 460nm (Fig. 9).

_2o 1000RPM 1000RPM
Pin4=400bar j Pi,=800bar
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a 4-

0 4 4MO 600_1i 0 -30 3 M
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Fig. 8 Spectrum at 4.0 deg. aTDC Fig. 9 Spectrum at 4.0 deg. aTDC

At low compression temperature and high injection pressure (800bar), the autoignition process
occurs in two stages. Chemiluminescent HCHO emission follows the ARHR, showing a
decrease in the NTC region. Chemiluminescent HCHO emission peaks at the maximum ARHR
of the first stage of ignition. OH emission starts at the beginning of the premixed combustion
and increases with the ARHR. Ignition occurs near the wall in the vicinity of fuel jet
impingement, with the visible flame concentrated at the periphery of the combustion chamber.
The combustion is dominated by a premixed phase with minimal subsequent mixing and
diffusion-controlled combustion.

Decreasing the injection pressure to 400bar results in a single-stage autoignition process that
occurs towards the center of the combustion chamber with no apparent correlation with the fuel
spray. Combustion spreads throughout the combustion chamber volume with many luminous
regions showing diffusion burning.
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LARGE EDDY SIMULATIONS OF SUPERCRITICAL MIXING LAYERS BASED ON
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MS 125-109

Pasadena, Ca 91109-8099

SUMMARY/OVERVIEW:

The objective of this study is the fundamental understanding of fuel disintegration and mixing in
a supercritical environment (relative to the fuel) in order to determine parameter regimes
advantageous to mixing. The approach is based on the future goal of developing a model for a
supercritical, turbulent jet mixing with surrounding fluid. The method is one that combines the
modeling of supercritical fluids with a systematic development based on the Large Eddy
Simulation (LES) approach. This systematic development includes a consistent protocol based
upon Direct Numerical Simulations (DNS) for developing a Subgrid Scale (SGS) Model
appropriate to supercritical fluids, rather than choosing in an ad hoc manner an existing SGS
model developed under assumptions inconsistent with supercritical fluid behavior. This SGS
model should be used in future studies of supercritical turbulent jets utilizing the LES
methodology.

TECHNICAL DISCUSSION

The analysis performed in the initial year showed that the Large Eddy Simulation (LES)
conservation equations derived through filtering the Direct Numerical Simulation (DNS)
equations contain several types of terms: (1) terms which are akin to those of the DNS equations
except that they are now functions of the filtered dependent variables, and thus are called
"resolved" because the equations are solved at the scale of the filtered variables variation, (2)
subgrid scale fluxes of momentum, enthalpy and species, and (3) terms that are gradients of the
difference between a LES (i.e. filtered) quantity and the DNS mathematical form of the same
quantity calculated as a function of the filtered variables, and other terms such as the difference
between triple correlation terms also appearing in the energy equation. Type (1) terms are the
basic terms in the LES equations. Type (2) terms are the classical subgrid scale (SGS) fluxes that
are usually modeled in the LES equations to reproduce the behavior of the scales that have been
filtered; the modeling of these terms was discussed in our first year report. Type (3) terms are
usually neglected without justification other than to state that they are believed negligible - these
are called "the LES assumptions".
However, using our DNS temporal binary-species mixing layer transitional-state database (see
Fig. I and Table 1; details of the DNS and flow behavior are in [1-3]), we identified two types
of non-negligible LES assumptions. Both of these additional terms are directly associated with
the high density-gradient magnitude (HDGM) regions that are a distinctive feature of
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supercritical mixing flows. Because supercritical fully turbulent flows [4-6] exhibit the same
HDGM features, with density gradients of the same order of magnitude or even higher than our
DNS transitional database, this shows that this database is relevant to turbulence modeling.
The first type of terms appears in the momentum equation and is the difference between the
filtered pressure and the pressure calculated as a function of the filtered field; this term is
prominent only under the strong real-gas and mixture non-ideality conditions of heptane/nitrogen
(HN) DNS; the modeling of these terms was discussed in our first year report.
The second type of terms is dominant in the energy equation and is the difference between the
filtered heat flux and the heat flux calculated as a function of the filtered flow field. The term is
significant only for the near-perfect-gas near-ideal-mixture conditions of oxygen/hydrogen (OH)
DNS, meaning that it could be significant for species not studied here when only slight
departures from perfect-gas ideal-mixture conditions exist. For the oxygen/helium (OHe) DNS -
moderate departures from perfect gas and near-ideal mixture - the situation was intermediary
between HN and OH. This strong departure from subcritical flows, even for small departures
from perfect gas, is due to the strongly nonlinear real-gas equation of state (EOS); the essence of
nonlinearity is that small changes in one variable may induce very large changes in another
variable. The strongly nonlinear real-gas EOS should be contrasted with the weakly nonlinear
perfect-gas EOS. Although when deriving the LES equations one should also filter the EOS, the
relatively weakly nonlinear perfect-gas EOS leads to valid assumptions which become invalid
for the strongly nonlinear EOS. The modeling of the second type of terms is discussed below.
When examining the heat flux term

qJK(W) = CY(O)VY 2 + Cr(,)VT+ Cp(w)Vp (1)

the difference in complexity between modeling the pressure term difference (first type) and
modeling eq. (1) becomes quickly apparent. That is, whereas the pressure p is a function of the
thermodynamic primitive variables (vector W), qwK(w) is a function of both the thermodynamic
primitive variables, p, temperature T and mass fraction Y2 (subscript 2 denotes the heavier
species) and thermodynamic primitive variable gradients. Under the thermodynamic conditions
of this study, the thermal diffusion transport coefficients appearing in CY, CT and Cp cannot
generally be expressed as accepted and/or comprehensive functions of thermodynamic variables
in ip [7]. In the present DNS, these coefficients were specified as constants and for computational
efficiency, the transport coefficients X and D were computed from accurate Schmidt and Prandtl
number correlations, meaning that the complex dependence of all transport coefficients on
thermodynamic variables in W has been simplified by a curve fit which makes some explicit
dependencies unavailable. Faced with this modeling challenge, three approaches were assessed.
In a first approach, the approximation

qJK(w) 2 CT(V)VT(O) + Cp(,)Vp(O) + Cy(yi)VY2(0) (2)
was considered, where 4, is the vector of conservative variables and the coefficients of eq. (2)
were modeled following a Taylor series leading to 5T, Sp and 5y; for example

I a 2 CTr_ -V45 T 2 o # .b n I V '= O m nm"n ( 3 )

Since owing to the aforementioned lack of knowledge regarding the transport coefficients
dependency on W, the analytical functions CT(4,), Cp(4,) and Cy(o) are typically not available, a
numerical multivariate differentiation technique was used to obtain the encouraging results
plotted in Fig. 2. The upper free-stream discrepancy between the modeled 6v and its exact value
is not of great concern since VY is null in those regions. However, when these results were used
a priori in conjunction with a Taylor expansion of the entire heat flux according to eq. (2), the
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DNS-extracted difference between filtered heat flux and heat flux calculated from the filtered
field did not compare well with 6i, indicating that this approach may not be appropriate.

The second approach involved the Taylor expansion differentiation applied to the entire heat
flux, for each component, but the model again did not duplicate the DNS-extracted result.

A third approach was based on re-thinking the entire modeling methodology when both
primitive variables and their gradients are involved. Thus, a Taylor series approach was devised
where 4) and V4) are treated as independent variables:

C OFq(• )
qIKi() Cq) =Exi

q 
(4)

F1 (0) = T(0), F 2 (0) = p(o) and F 3 (0) = Y2  bFq = Fq() - Fq() (5)

q~~x,(*- +$ Cq (O)W5q - 6Fq acq)

q q q

Part 1 Part 2 Part 3 (6)
Examination of the DNS database shows that Part I contains the bulk of the heat flux and could
thus be modeled using the Taylor expansion of Cq(4) (Fig. 2). Rigorous computation of Parts 2
and 3 of eq. (6) through a Taylor expansion is not possible because each Part is a sum of
numerous terms only one of which is calculable; the other terms involve higher order
correlations of 4) and F(0)), which are unknown. One pragmatic way of modeling the heat flux
would be to include only those terms for which a closed form is available and neglect the other
terms. Further aposteriori studies will be conducted for a more definitive answer.

1. Okong'o, N. and Bellan, J., J. Fluid Mech., 464, 1-34, 2002.
2. Okong'o, N., Harstad, K. and Bellan, J., AIAA J., 40(5), 914-926, 2002.
3. Okong'o, N. and Bellan J., Phys. Fluids, 16(5), 1467-1492, 2004.
4. Chehroudi, B., Talley, D. and Coy, E., paper AIAA 99-0206.
5. Oschwald, M. and Schik, A., Experiments in Fluids, 27, 497-506, 1999
6. Polikhov, S. and Segal, C., Subcritical to supercritical jet mixing, paper AIAA-2007-0569.
7. Gonzales-Bagnoli, M. G., Shapiro, A. A. and Stenby, E. H., Phil. Mag., 83(17-18), 2171-
2 183, 2003.

Name HUN400 50 60 80 H75 H55 H5OHe6O

Species 2 C 7H 16 C 7H1 6 C 7H 16 C 7H1 6  02 02 02 02

Species I N 2  N 2  N 2  N 2  H 2  H 2  H 2  He

T2 (K) 600 600 600 600 400 400 235 235
T, (K) 1000 1000 1000 1000 600 600 287 287

pI/P2 12.88 12.88 12.88 12.88 24.4 24.4 24.51 12.17

P0 (atm) 60 60 60 60 100 100 100 100
Re0  400 500 600 800 750 550 500 600

Table 1. Initial conditions of the Direct Numerical Simulations (DNS) database. In all simulations
M•,o = 0.4, 8,o = 6.859xl0"3 m (see Fig. 1). For the C7H,6/N2 layers, p, = 2.22 and ((p2U 2)/(pU 1)) =
5.276; for the 0 2/H2 layers, Pr = 2.01 and ((P2U2X)/(pU 1)) = 5.001 for OH550 and OH750, and
((P2U2)/(p1U1)) = 4.951 for OH500 and for the 0 2/He layer Pr = 2.01 and ((p2U2)/(p1U0) = 3.500.
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Figure 1. Mixing layer configuration for the DNS listed in Table 1.
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THERMODYNAMIC, TRANSPORT AND CHEMICAL PROPERTIES OF "REFERENCE"

JP-8

(Contract Number F1ATA06004G004)

Principal Investigator:
Thomas J. Bruno

Physical and Chemical Properties Division
National Institute of Standards and Technology

Boulder, CO 80305

SUMMARY/OVERVIEW:

The NIST research focuses on measurement of major thermophysical and chemical properties of
JP-8, to develop it as a reference fluid. The properties include fluid volatility, density, speed of
sound, viscosity and thermal conductivity. In addition, we are assessing the global thermal
decomposition of the fluid, primarily to guide our property measurements. The measured
properties will be used to develop a predictive surrogate fluid model for real JP-8. Three
different samples of JP-8 have been obtained, and measurements are in progress on all three.

TECHNICAL DISCUSSION

Chemical Analysis:
A chemical analysis was done on each of the fluid samples by gas chromatography mass
spectrometry ((30 m capillary column of 5% phenyl polydimethyl siloxane having a thickness of
1 gm, temperature program from 90 to 250 TC, 10 'C per minute). Mass spectra were collected
for each peak from 15 to 550 RMM (relative molecular mass) units. Chromatographic peaks
made up of individual mass spectra were examined for peak purity, then the mass spectra were
used for qualitative identification. Components in excess of 0.5 mole percent were selected for
identification and tabulated for each fluid. In addition to this detailed analysis, the hydrocarbon
type classification based on ASTM D-2789 was performed. These results figure in the overall
mixture characterization, and are also used for comparisons with the chemical analyses of
individual distillate fractions (discussed in the section on distillation curves).

Thermal Decomposition:
The thermal decomposition of the JP-8 fluids has been assessed with an ampoule testing
instrument and approach that has been developed at NIST[1-4]. It must be understood that this
work was meant strictly to support the physical property measurement work, and not to delineate
reaction mechanisms. The instrument we developed consists of a 304L stainless steel thermal
block that is heated to the desired experimental temperature to within 0.1 'C (for this work, from
250 - 425 'C). The ampoule cells consist of 6.4 cm lengths of ultrahigh pressure 316L stainless
steel tubing (0.64 cm external diameter, 0.18 cm internal diameter) that are sealed on one end
with a stainless steel plug welded by a clean tungsten-inert-gas (TIG) process. Each cell is
connected to a high-pressure high-temperature valve at the other end with a short length of 0.16
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the cell. Each cell and valve is capable of withstanding a pressure in excess of 105 MPa at the
desired temperature. The internal volume of each cell is known and remains constant at a given
temperature. Fluid is added to the individual cell by mass (as determined by an approximate
equation of state calculation) to give a total pressure of 34 MPa at the final fluid temperature.
Thus far, we have completed measurements at 250, 275, 300, 350, 375, 400, 425, 450 'C.

Distillation Curves:
In previous work, several significant improvements in the measurement of distillation curves for
complex fluids were introduced. The modifications to the classical measurement provide for (1)
a composition explicit data channel for each distillate fraction (for both qualitative and
quantitative analysis), (2) temperature measurements that are true thermodynamic state points,
(3) temperature, volume and pressure measurements of low uncertainty suitable for equation of
state development, (4) consistency with a century of historical data, (5) an assessment of the
energy content of each distillate fraction, (6) trace chemical analysis of each distillate fraction,
and (7) corrosivity assessment of each distillate fraction.[5-13] We also use a modification of
the Sidney Young equation (to correct the temperatures to standard atmospheric pressure) in
which explicit account is taken of the average length of the carbon chains of the fluid. As
applied to this work, we have measured the distillation curve of three separate lots of Jet-A and
one each of JP-8 and S-8, with the new approach. The curves, examples of which are provided
in Figure 1, show clearly the variability in the fluids. For each fluid, we have collected sample
aliquots of each distillate volume fraction for analysis by GC-MS. These individual fractions
have been analyzed, and energy content calculations have been done. In addition, for each
fraction, the ASTM D-2789 analysis has been done.

Thermophysical Properties:
The density, viscosity, and speed of sound of three Jet-A samples have been measured in two
commercial rapid characterization instruments. A Stabinger viscodensimeter was used to
determine the density and the absolute and kinematic viscosity in the temperature range from
-40 'C to 100 'C (233.15 K to 373.15 K) at atmospheric pressure. A sound-speed analyzer was
used to measure the speed of sound and the density of the samples at atmospheric pressure in the
temperature range from 5 'C to 70 'C (278.15 K to 343.15 K). Combining a densimeter with a
speed of sound measurement makes it possible to obtain the adiabatic compressibility r, = -
(aV/lap)/V- 1 / (p w2) where V denotes volume, p is pressure, and w the speed of sound. The
viscometer part of the instrument uses a rotational coaxial cylinder measuring system. The
rotational speed of the inner cylinder establishes itself as the result of the equilibrium between
the driving torque of the viscous forces and the retarding eddy current torque. This rotational
speed is measured by an electronic system (Hall effect sensor) that counts the frequency of the
rotating magnetic field of a magnet and a soft iron ring. The digital density analyzer in the
viscodensimeter uses a U-shaped vibrating sample tube and a system for electronic excitation
and frequency counting. The density of the sample liquid in the vibrating tube is obtained from
the resonant frequency of the vibrating system relative to the resonant frequency with a
calibration liquid of known density.

The combination of a viscometer and a densimeter makes it possible to obtain absolute viscosity
r as well as kinematic viscosity v of a sample. This apparatus is depicted in Figure 2. We
completed measurements of the three Jet-A fluids (at atmospheric pressure) between -40 and 100
°C.
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In addition to these atmospheric pressure instruments, compressed liquid measurements over the
temperature range of 0 to 200 'C and pressures to 45 MPa were completed. The heart of the high
pressure apparatus is a commercial vibrating tube densimeter, modified at NIST. The
uncertainty in the temperature is 0.03 °C with short-term stability of 0.005 'C. Pressures are
measured with an oscillating quartz crystal pressure transducer with an uncertainty of 5 kPa. The
densimeter was calibrated with measurements of vacuum, propane and toluene, over the
temperature and pressure range of the apparatus to achieve an uncertainty in density of I kg/m3.
Thus far, the three samples of Jet-A have been measured from 0-200 'C, and from 1 - 30 MPa.

Transient hot-wire measurements of the thermal conductivity were made on each of the three
liquid samples of Jet-A; designated as 3602, 3638 and 4658. For each sample, measurements
were made along 11 isotherms at temperatures from 300 to 500 K with pressures up to 70 MPa.
The thermal conductivity without correction for thermal radiation less than 0.5 % at the highest
temperature of 500 K. Corrections to the measured temperature rise require estimates for density
and specific heat of the samples that were computed with REFPROP for dodecane

Model Development:
Upon completion of the experimental measurements of the physical and chemical properties
described above, a model for the fluid will be developed. This model will be explicit in
Helmholtz energy as a function of density and temperature. All single-phase thermodynamic
properties can be calculated as derivatives of the Helimholtz energy. A preliminary equation of
state for propane will be used as the starting point for the equation of state. The properties of
individual mixture components, identified and evaluated in the experimental steps above, will be
incorporated into the mixture model.
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Figure 1: The distillation curves of three different lots of Jet-A, JP-8 and S-8, showing the
variability that can be encountered.
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Figure 2: Main components of the
Stabinger viscodensimeter SVM 3000.
1 - Thermostatting Peltier block, 2 -
Concentric cylinder viscometer, 3 -

2 ]Vibrating tube densimeter
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ADVANCED SUPERCRITICAL FUELS

LRIR 93PR02COR

Principal Investigators: Tim Edwards, Chris Bunker, Tom Jackson

Air Force Research Laboratory
AFRL/PRTG Bldg 490

1790 Loop Rd N
Wright Patterson AFB, OH 45433-7103

SUMMARY/OVERVIEW:

Increases in aircraft and engine performance are increasing the heat load being transferred into
an aircraft's primary coolant--the fuel. This research is aimed at understanding the limitations of
operation of fuel heated to 480 C (900 F) and beyond. Important issues are expected to be
thermal stability, injection/combustion properties, and fuel characterization.

TECHNICAL DISCUSSION
Work has continued on improving the thermal-oxidative deposition modeling for jet fuels, as
described in the 2006 abstract [1]. As described last year, the focus has been on building actual
(measurable) fuel species into the model, rather than fitted constants. Work has also continued
in a collaboration with Judy Wornat at LSU on PAH formation during pyrolysis of fuels at high
temperatures. These PAH are generally accepted as precursors to carbon deposit ("coke")
formation [2]. It is interesting that an initially-aromatic-free jet fuel (such as a Fischer-Tropsch-
derived synthetic jet fuel) can form substantially more carbon deposits than conventional jet fuel
containing -17 vol% aromatics (Figure 1, 2) [2]. The F-T fuel also forms more PAH -
quantitation is underway. This facile PAH formation is interesting and is undergoing further
study. This coke formation is the key barrier to reusable hydrocarbon-fueled hypersonic
propulsion.

Improvements in fuel characterization [3] are being made in support of the development of
alternative (non-petroleum) fuels, including improved combustion modeling [4]. A improved
version of ASTM D2425 GC-MS analysis of various jet fuels demonstrates the vast differences
between conventional jet fuels and those derived from the Fischer-Tropsch process and a variant
of direct coal liquefaction (Tables 1-3). Separate analysis of the F-T fuels reveals that the n-
paraffin content is roughly 15%, with the remainder being iso-paraffins. Interestingly, U.S.-
produced F-T jet (Syntroleum, "S-8") consists primarily of slightly-branched iso-paraffins (1-2
branches/molecule), while the Sasol iso-paraffinic kerosene which is blended into conventional
jet fuel and delivered to aircraft in South Africa is apparently more highly branched. This
difference in branching is evident in the cetane numbers for the Syntroleum fuel (-68) and the
Sasol fuel (reported variously as --64 and "low 40s"). Note that the average cetane index for JP-8
in 2005 was 44. It is AFRL's intention to make supplies of both F-T fuels available to
AFOSR/ARO researchers to determine the experimental and modeling impact of these
differences (efforts to obtain the Sasol IPK are underway). The University of Utah is using an
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NMR technique to assess the branching in these fuels. The need to correctly model the iso-
paraffins for jet fuel combustion models is being assessed [4].
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Figure 1. Deposition from Jet A-I and F-T jet fuels under similar conversion (to gas) levels.
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Table 1. Compositional results for conventional jet fuels.

World Composite POSF 3602 POSF 3638
survey Jet A blend ("high ("low

average, vol (POSF-4658) aromatic") aromatic")

Paraffins (normal + iso) 58.8 55.2 49.4 64.5
monocycloparaffins 10.9 17.2 15.8 13.2

dicycloparafflms 9.3 7.8 10.8 7.1
tricycloparaffins 1.1 0.6 0.9 0.6
alkyl benzenes 13.4 12.7 14.0 10.8

indans+tetralins 4.9 4.9 7.9 2.1
naphthalene 0.1 <0.2 <0.2 0.4

substituted naphthalenes 1.6 1.3 1.2 1.3

* The technique also measures acenaphthenes, acenaphthylenes, tricyclic aromatics, and indenes,
but these were below detection limits in all cases.

Table 2. Composition results for several specialty fuels.

RP-1 JP-7 F-T Jet Coal-
A-1 based

fuel

POSF POSF POSF
3327 4734 4765

paraffins 57.6 67.9 >99 0.6
monocycloparaffins 24.8 21.2 <1 46.0

dicycloparaffins 12.4 9.4 <1 46.7
tricycloparaffins 1.9 <1 <1 4.6
alkyl benzenes 2.1 0.7 <0.2 0.5

indans+tetralins 0.3 0.2 <0.2 1.6
naphthalene <0.2 <0.2 <0.2 <0.2

substituted naphthalenes <0.2 <0.2 <0.2 <0.2
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Table 3. D2425 analyses of diesel fuels.

4867 4880
F-T

Diesel Diesel
Summarized D2425(vol%)_________

Paraffin, 44.3 :-99
Cycloparaffrin 15.9
Dicycloparaffins 5.4 1
Tricycloparaffins <I < I
Alkylbenzenes 10.3 -0.2
hidan and Tetralins 12.4 <0.2
hidenes CiiH2n- 10 1.9 -:0.2
Naphthalene 0.3 0.2
Naphthalenes 4.5 -0.2
Acenaphthenes 2.6 < 0.2
Acenaphthylenes 1.6 <0.2
Tricyclic Aromatic s 0.6 <0.2
Total 100.0 100.0
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EXPERIMENTS AND REACTION MODELS OF FUNDAMENTAL
COMBUSTION PROPERTIES

(AFOSR Grant No. FA9550-07-1-0168)

Principal Investigators: Fokion N. Egolfopoulos and Hai Wang

Department of Aerospace & Mechanical Engineering
University of Southern California

Los Angeles, California 90089-1453

SUMMARY/OVERVIEW
The main goal of this research is to provide insight into the physico-chemical processes that control
the burning behavior of practical fuels that are of relevance to high-speed air-breathing propulsion.
This is achieved through combined experimental, theoretical, and detailed numerical studies of a
number of fundamental combustion properties. Experimentally, the phenomena of flame ignition,
propagation, and extinction as well as flame structures of systematically chosen fuel/oxidizer
mixtures are considered and characterized in well-controlled configurations. The studies involve
both small (gaseous) and large (liquid) hydrocarbon molecules in view of their importance towards
the accurate description of the combustion behavior of practical fuels. Theoretically, the detailed
modeling of the experimental data, along with existing ones, is performed by using well-established
numerical codes and reaction and transport models that have been developed based on a novel
approach. More specifically, deriving reliable kinetics models is based on the following four specific
objectives: (a) to develop and test a suitable array of mathematical and computational tools that can
be used to quantify the joint rate-parameter uncertainty space and in doing so, to facilitate the
rational design of reaction models suitable for any given target fuel or a mixture of these fuels; (b)
to examine the applicability of the H2/CO/C,_4 reaction model, developed under prior AFOSR
support, to predict the phenomena of flame ignition, propagation, and extinction along with flame
structures; (c) to examine the effect of inelastic collision on binary diffusion coefficients; and (d) to
test the hypothesis that there exists a critical reaction model for use as the quantitative kinetic
foundation for modeling higher hydrocarbon combustion. During the reporting period, studies
were conducted in several areas directly related to the overall objective of the research objectives:
(1) flame ignition of mixtures of H2 and CO with C0 2, H20, 02, and N2, (2) extinction of
benzene/air and toluene/air premixed flames, (3) an ab inifio quantum chemistry and reaction rate
theory analysis for the reaction between CO and HO 2, (4) the development of a straight-chain
alkane kinetic model, and (5) the development of methodology for combined kinetic model
optimization and uncertainty propagation.

TECHNICAL DISCUSSION
1. Flame Ignition of Mixturs of H2 and CO with CO,2 H 20, 0 2, and N 2

The effects of the addition of H20 and CO 2 on the ignition of flames of mixtures of H2 and
CO (synthesis gas or syngas) with air were investigated both experimentally and numerically; more
details can be found in Ref. 1. The experiments were conducted in the counterflow configuration,
utilizing hot vitiated air as the ignition source. The diluents were added to both the syngas/air and
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the hot vitiated air jets. As expected, it was determined that adding H 20 and CO 2 increases the
ignition temperature, Tg,,. This effect was found to be more prominent when the diluent is added
to the hot vitiated air jet, in comparison to adding it to the synthesis gas/air jet, as shown in Fig. 1
for the CO 2 addition. The numerical predictions under-predicted the experimental data, but did
reproduce the measured response to the addition of CO2 and H20. Additional numerical
simulations were also conducted, and results show that for both premixed and non-premixed
configurations the effect of H20 and CO 2 on ignition is greater when they are added to the heated
jet. This is physically reasonable, due to the fact that the ignition kernel resides dose to the hot
boundary of the domain and the diluent is readily transported into it. In all cases, it was shown that
H20 has a stronger effect on ignition compared to CO 2, and this is attributed to the enhanced
chaperon collision efficiency of H20.
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2. Extinction of BenZene/Air and Toluene/Air Premixed Flames
The extinction strain rates, K..,, of premixed benzene/air and toluene/air flames were

experimentally determined over a wide range of equivalence ratios at ambient temperature and
pressure and details can be found in Ref. 2. The experiments were conducted in the counterflow
configuration and utilized DPIV to accurately determine the flow field. The experimental data were
simulated using a detailed kinetic mechanism [3], and compared with the experimental results. It
was found that the mechanism tends to under predict the experimental results for fuel-lean
conditions, as shown in Fig. 2 for benzene/air flames. The experimental data were compared with
literature K, data taken at the exact same experimental configuration and conditions for n-
heptane/air and iso-octane/air flames. It was found that benzene/air flames are the most resistant
to extinction, followed by toluene/air and n-heptane/air flames, and finally iso-octane/air flames are
the least resistant to extinction. These studies are important towards the development of jet fuel
surrogates, given that aromatics are part of the candidate compound palette.

3. Reaction Kinetics of CO + HO2 --* CO2 + OH
The reaction CO+HO2* --. CO 2 + 'OH exhibits a notable influence on hydrogen ignition at high-
pressures [4]. The kinetic accuracy of this reaction has a direct impact on the accuracy of the
hydrogen combustion model, which in term, impacts the accuracy of liquid hydrocarbon
combustion model. Most of the measurements reported for the rate parameters of this reaction
were made indirectly and at temperatures below -800 K. For these reasons, the reaction
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parameters remain highly uncertain. Here, the reaction kinetics of CO+HO 2. --* CO 2 + OH was
studied using a combination of ab initio electronic structure theory, transition state theory, and
master equation modeling. The potential energy surface was examined with the Coupled Cluster
with the Single and Double Excitation (CCSDT) and Complete Active Space CASPT2 methods.
The classical energy barriers were found to be about 18 and 19 kcal/mol for CO + H0 2- addition
following the trans and cis paths, respectively. For the ds path, rate constant calculations were
carried out with canonical transition state theory. For the trans path, master equation modeling was
also employed in order to examine the pressure dependence. Special attention was paid to the
hindered internal rotations of the HOOC°O adduct and transition states. The theoretical analysis
shows that the overall rate coefficient is independent of pressure up to 500 atm for temperature
ranging from 300 K to 2500 I. Based op this analysis, the following rate expression was
recommended for the reaction kf. 3 / mo].f)= 1.57 10 T2e for 300 _ T _ 2500 K with
the uncertainty factor equal to 8, 2 and 1.7 at temperatures of 300, 1000, and 2000 K, respectively.

This work was reported in Ref. 5.

4. Kinetic Model of Straight-Chain Alkane Combustion
The H2/CO/C 1 _4 combustion model was extended to include higher, straight-chain alkane

combustion. The current reaction model consists of 157 species and 1204 elementary reactions.
Preliminary validation tests show that the reaction model
predicts a wide range of C5_1( combustion data satisfactorily, in 10 .....
addition to its ability to predict all C1-4 hydrocarbon j ndcW aalr, n 1.0
combustion accurately. As examples, Table 1 shows the
comparison of experimental and predicted flame speeds for /0 0°
selected fuel-air mixtures at a pressure of 1 atm; and Fig. 3 0
presents a comparison of experimental and computed ignition 2°
delay times for n-decane oxidation in air behind reflected 0
shock waves. 0 id,

Table 1. Experimental and computed flame speeds (cm/s) I P-"

of selected straight-chain alkanes 10 . .....
Reactants 0 Experimental Computed 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5

n-Pentane 1 38.6-, 36.7b 37.8 1000IitFiWxwe 3. Ignition delay, times
n-Hexane 1 38.6, 36.8b 38.2 of- n-decane igmtion behind
n-Heptane 1 39.01, 37.2b 38.1 reflected shock waves.
n-Decane 1.05 40.5c 40.6 Symbols: experimental data [8J,

"Ref. 6, linear extrapolation. Ref. 6, nonlinear extrapolation. lines model predictions.
'Ref. 7, scaled from measurements at a higher unburned gas temperature.

5. Method of Coupled Model Optimization and Uncertainoy Propagation
The development of a detailed reaction model is inherently an ill-defined mathematical

problem, arising from an inability to attain complete kinetic isolation of each rate parameter in
experimental observation, as well as kinetic coupling in reaction models obtained through an
inverse-problem approach. In general, accuracy of the model is ensured by an optimization
procedure such as that used in the development of the GRI-Mech. In that approach, a trial model
is compiled, and the uncertainty of each parameter identified, on the basis of current kinetic
knowledge. A set of fundamental combustion targets is then chosen to define the applicability of
the model. Model predictions of these targets are cast into response surfaces with respect to the
kinetic parameters, followed by a multi-parameter optimization within the prescribed uncertainty
space. Because of kinetic parameter coupling and inherent uncertainties in the targets, the resulting
optimized model, with its inherent uncertainty, is represented by a finite kinetic uncertainty space.
In this work, the spectral expansion method was explored to numerically project this uncertainty in
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into an application space, using as an example a recently-optimized H2/CO reaction model to
predict the oxidation rates in a perfectly-stirred reactor. In this method, uncertain parameters are
expressed in the form of random variables as a polynomial chaos expansion of a set of basis
random variables 4 [91, and the normalized rate parameters x are expressed as

X = X0 +. a= '= 0 +.... )

where a and fP are expansion coefficients, and x., is the vector of mean value of the normalized rate
parameters. The above equation may be used directly in the objective function of model
optimization. Figure 4 shows the predicted water concentration for hydrogen oxidation in air in an
adiabatic PSR (0 = 1, inlet temperature Ti,, = 300 K, residence time r = 70 Is), comparing a trial
(unoptimized) model with an optimized model. In this test case, the optimization used 3 ignition
delay times and 3 flame speeds; the uncertainties of the rate parameters are assumed to be normally

"distributed; and the rate parameters were not allowed to
optnizd n.._. assume values outside their respective uncertainty
/ "bounds. As seen, the method just discussed allows us to* o present the prediction on the basis of probability density

function, which quantifies the uncertainties of the rate

parameters propagated into the PSR parameter space. In
addition, it was demonstrated that computational cases in

which predictive accuracy in the application space may be
C " .approached retroactively by defining the needed

uncertainty in fundamental combustion data.
This work was reported in Ref. 10.

Walw Mass Fraation

Figure 4. Probability density function predicted
for water mass fraction from hydrogen oxidation
in a PSR (0 = 1, inlet temperature T7 = 300 K,
residence time r = 70 ms).
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LASER DIAGNOSTICS FOR REACTING FLOWS
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SUMMARY/OVERVIEW:

Recent advances in this program's research on non-intrusive diagnostics for air-breathing
combustion applications are reported. Progress is highlighted on two combustion diagnostics
and sensing strategies: (1) quantitative laser-induced fluorescence (LIF) imaging, including the
first infrared PLIF of pressure and temperature in a supersonic jet, tracer-based (3-pentanone)
imaging of temperature, and 1 -D LIF for detection of trace amounts of NO in high-pressure
flames; and (2) laser-absorption spectroscopy, including the use of a new generation of longer-
wavelength diode lasers for sensitive measurements of CO2 and H20, development of a
normalized wavelength-modulation strategy for high-speed absorption sensing of temperature
behind shock waves, and development of a novel time-multiplexed two-color tunable mid-IR
laser for measurements of hydrocarbon fuels. In addition, practical implementation of laser
absorption sensing was demonstrated for time-resolved temperature and water vapor
measurements in a model scramjet at AFRL's Propulsion Directorate at WPAFB.

TECHNICAL DISCUSSION: X/D
1. Quantitative Laser-Induced Fluorescence Imaging -4 -2 0 2 4

1.1 Infrared-PLIF imaging diagnostics: Earlier work to CY

image species concentrations of infrared-active
molecules using infrared planar laser-induced
fluorescence (IRPLIF) has been extended. We have 1
made the first IRPLIF measurements of temperature and >
pressure in supersonic flowfields by ratioing images of
CO2 fluorescence produced by narrow-line excitation of
different CO2 lines or different positions in a single CO2 CD

line, respectively. Demonstration measurements were
made in a Mach 1.4 underexpanded jet of 30% C0 2, 70%
N2. Fig. I is a typical single-shot image used in the 1 2 3 4 5 6 7
pressure measurement; in this case the excitation Relative Signal
wavelength is 0.0013 rum from the center of the Fig. 1. Single-shot image of an
transition, which sensitizes the image to pressure underexpanded jet using excitation of the
variations. Improved signal-to-noise has been achieved CO2 R(22) line of the 0000r200 l. band
by upgrading our injection-seeded optical parametric offset by 0.0013 run from line center;

aarameiec (fluorescence from transitions with Av3=1
amplifier (funded through an AFOSR DURIP). is collected near 4.3 wun.

1.2 Tracer-based PLIF imaging of temperature:
Recent advances in the photophysical model of 3-pentanone fluorescence have enabled the
development of an improved single-shot temperature imaging strategy based on the ratio of
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fluorescence intensities from two rapidly-sequenced
20 (1-5 pts) laser pulses of differing wavelength. For the

600 temperature range 300-1000 K, near optimum temperature
15,o • sensitivity and accuracy are attained using the 308 nm light

3
0o0 from a XeCl excimer laser and the 277 nm light from the

4•00 . Raman shift in hydrogen of a KrF excimer. Fig. 2
C

10 400 • illustrates a measured single-shot temperature field in a
350 • 14 m/s heated jet. Continued refinement of the model of
-0o 3-pentanone fluorescence has the potential to provide

further improvements in the diagnostic's capabilities,
particularly at high pressures and temperatures.

-4 -2 0 2 4

x/D 1.3 1 -D Imaging for sensitive detection of NO LIF in high-
Fig. 2.Single-shot image of temperature pressure combustion gases: LIF detection of minute levels
inferred from the ratio of PLIF images of NO within high-pressure flames is complicated by
(on one camera) of 3-pentanone excited reduced signals, increased noise, and interference from 02
at 277 and 308 nm.

and C0 2 . During the past year we have investigated a 1-D
LIF (line-imaging) single-shot strategy. Use of ' 50.es
wavelength-resolved fluorescence enables small NO LIF S
signals to be separated from the 02 and C02 interference ,- 40.
signals. Fig. 3 illustrates the minimum detectable NO 0 "n.-
concentration in slightly lean (+=0.9) flames over the § . J,.-
investigated range of pressure (10-60bar) measured 8 20 ,MJI so

with 0.8 mnJ/pulse. On-chip averaging enables 0 10....
extrapolation of the detection limit to laser sources with E .- -_--,- "
higher pulse energy; the figure illustrates the effective .E_ 0
detection limits for 4 and 16 mJ/pulse. 10 20 30 40 50 60

Pressure [bar]
2. Advanced Absorption Spectroscopy Fig 3. Minimum detectable NO

2.1 TDL measurements of CO2 and H20 near 2.7 Km: concentration for 0.8mJ/pulse (single-
The range of available room temperature diode lasers shot, 7 ns pulse, 0.4 cm' bandwidth, and

1 mm diameter laser beam), 4 mJ/pulse
recently has been extended to 2.7 prm, allowing access to (projected based on 5-shot average), and
stronger vibrational bands of C02 and H20. Candidate 16 mJ/pulse (projected based on 20-shot
C02 and H20 absorption transitions were selected from average) for CH4+Ar/0 2, ý=0.9, flame at
spectral simulation calculations and measurements 10, 20,40, and 60 bar.
initiated to develop a spectroscopic database for linestrength and collisional broadening. A
prototype temperature sensor using C02 was validated for 500<T<1 200 K in a heated static cell,
and measurements initiated for CO 2 and H20 concentration, as well as gas temperature, in
laboratory flames and shock tubes. The increased absorption strength of transitions in this new
wavelength range provides greatly enhanced sensitivity and the potential for accurate and
sensitive measurements in combustion gases with much shorter optical path lengths.

2.2 Normalized WMS-2f/1 f for rapid (100kHz) temperature sensing behind shock waves:
We have extended the capabilities of tunable diode laser (TDL) absorption sensors through a
modified form of wavelength-modulation spectroscopy with detection at the twice the
modulation frequency (WMS-2f). Traditionally, WMS-2f is used to improve the signal-to-noise
ratio by shifting the detection frequency to values well above those of low-frequency noise
sources. Recently we have realized that simultaneous detection of the intensity modulation from
injection-current-tuned TDLs (i.e., the I f signal) offers the potential for real-time normalization
that can account for transmission loses from scattering, beam steering, and window fouling.
Furthermore, by incorporating a measurement of the tuning characteristics of the specific diode
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50 ()22 laser, we can achieve a calibration-free form of WMS
S a)- 19 we term normalized WMS-2t7lf. Using this strategy
1500 .-' we have developed a new fast-response (100 kHz)

I sensor to measure temperature and H20 concentration
-1250. 1.6 behind shock waves using absorption transitions near

1.4 .tm. This sensor provides a unique and valuable
61 0 23 new diagnostic for studying combustion mechanisms of0.0 0.5 10 . 15 20o

Time [msl hydrocarbon fuels in shock tubes, particularly in cases

0 (b) ---- --'' where the heat release of the post-shock chemistry alters
0.75- , v_ the local temperature. The sensor accuracy was

validated in a heated static cell and shock-heated H2 0-
0.50. Ar mixtures, and then used in a first study of reactive
0.25- chemistry with heat release, as shown in Fig. 4 for

S204 ignition of hydrogen in oxygen.
0.00 .... m od GRI

0.0 0. 1.0 1.5 2.0 2.3 Time-multiplexed two-color tunable mid-IR sensingr [s of hydrocarbon fuels: Monitoring and control of fuel
Fig. 4. Shock-heated stoichiometric H2/0 2  concentration in propulsion systems is critical for
dilute in argon: (a) measured temperature maximizing performance and efficiency while
rise after ignition; (b) measured H20 time
history using known temperature can minimizing pollutant emissions. Mid-infrared
distinguish model predictions from absorption diagnostics using the C-H stretching
different reaction mechanisms, transitions of hydrocarbons can provide sensitive, time-

resolved measurements of fuel concentration in these
environments. Previously the availability of laser sources has been constrained in practice to
3.39 pim (HeNe). However, the utility of single-fixed-wavelength absorption is limited by
optical interferences common in practical engine environments, including droplet scattering,
window fouling, and absorption from other gas constituents. Recently, using AFOSR DURIP
funds, we have acquired a laser based on difference-
frequency-generation from two near-IR diode lasers,
which provides tunable, cw, narrow-linewidth mid-IR 0 ] T5 12e

light. We modified this laser to provide two rapidly -5 ý 1 &3 at

(-100kHz) alternating output wavelengths, thereby 0 0 I• °•t* ... o

enabling either two channels of single-wavelength
absorption or a direct measurement of differential Z 0o ""
absorption at the two wavelengths, with 10ts time I
resolution. Differential absorption uses the time- h 02ý,.o, • k ~ a c m p ) z 1 9 3 0 1 I ']

multiplexed two-wavelength light and extracts the - -•.oo -10o

species concentration from the difference in 0 200 -... 0 ....0 20 400 600 30 000

absorption at these two wavelengths. The use of this Tone. I,,

method for n-heptane concentration measurements in Fig. 5. Dual-wavelength differential
shock-heated flows is illustrated in Fig. 5. The absorption of n-heptane following shock-
thermal decomposition of n-heptane is monitored heating compared to model calculations of
following shock heating and compared to model the thermal decomposition to determine thefollwingrate coefficient.
calculations using the simultaneously measured gas

temperature.

3. Time-Resolved Temperature and Water Vapor Concentration Sensing in a Model
Scramjet at AFRL/PRAS WPAFB

A wavelength-multiplexed tunable diode laser (TDL) sensor tuned to water vapor absorption was
used to make time-resolved temperature measurements at a 4 kHz rate in the model scramijet
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Ethylene + Air Operation. +0.7 combustor in Research Cell 22 (Drs. M. Gruber and
2000- 16.5 cm upstream of combustor exit C. Carter) of the Propulsion Directorate at AFRL at

Autoignit n WPAFB. Normalized WMS-2FIl f was employed to
-I provide quantitative measurements even when dirty

combustor windows attenuated 8 0 % of the laser
low- Combustion light. We implemented a hybrid electro-optical

Unstable flame scheme that allowed demultiplexing the suite of five
Sattachment lasers with a combination of wavelength dispersion

Vitiator only - 1392/1343 nm line pair and frequency-demultiplexing thereby increasing
- 1388/1338 nm line pair

. 0.2.3. .5 . 8.4 8.5 . the number of laser channels with a smaller number0.0 0.1 0.2 0.3 0.4 i, . .5 8.6

Time (s) of detectors. Sensor software enhancements
Fig. 6. TDL temperature measurements during allowed measurement times of more than 300
the startup transient in the scramjet combustor seconds, thereby allowing capture of the inlet flow
at WPAFB. temperature before ignition, the fluctuating

temperature as the flame stabilizes, and finally the full duration of steady combustion
temperature (see Fig. 6). Time-resolved temperature measurements provide a direct measure of
combustion stability, while the measurements of water vapor mole fraction are useful in
evaluating combustion efficiency. The use of multiple laser colors (i.e. absorption transitions)
increases the sensitivity of the sensor over a wide range of temperature and provides information
about the relative non-uniformity of temperature along the laser beam path.
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SUMMARY/OVERVIEW
The chemistries of aviation fuels are invariably complex due to large molecules and mixtures
thereof. There are also large variations for a given fuel type such as Jet-A. Flow timescales
encountered in high performance propulsion devices increasingly lead to difficulties
associated with kinetically controlled or influenced phenomena such as flame stability,
extinction and re-light. Current indications also suggest that fuel sources will become
significantly more diverse in the future and may, for example, encompass Fischer-Tropsch
and/or bio-derived components. The current work outlines a route towards surrogate fuel
mechanisms of sufficient accuracy and generality to support the development of practical
devices. The approach features the use of a reaction class based concept for the generation of
chemical mechanisms for surrogate fuels. Such reaction classes are currently in the process of
being refined and will form the basis of an automatic JAVA based mechanism generation tool
with the produced mechanisms subsequently simplified to meet applicability constraints. A
reaction class based route to the derivation of detailed chemical kinetic mechanisms for alkyl-
substituted aromatics is outlined and the example given considers the toluene/l -methyl
naphthalene system. Critical reaction steps in the oxidation process have been identified and
are currently the subject of detailed investigations via quantum mechanical methods using
Gaussian-03. The latter was also used at the G3B3 level in combination with DFT analysis for
internal rotations to provide improved thermodynamic data for a wide range of the
intermediate species. The current work examines general trends for a variety of species of
interest and it is shown that critical reaction paths include the C9H7 + 02 channels and the
linkage of C5 and C6 rings as part of the oxidation process. The current work also has
implications for model fuel compounds used in Diesel combustion.

TECHNICAL DISCUSSION
One of the targets of the current work is the derivation of detailed reaction mechanisms for
alkyl-substituted aromatics such as toluene, m-xylene, 1-methyl naphthalene and n-propyl
benzene. The work has started by considering methyl-substituted aromatics. This class of
compound is abundant in aviation fuels and presents a number of challenges. Furthermore,
recent work reported by Colket et al. [1] indicates that methyl-substituted aromatics are
potentially important in the context of the overall reactivity of fuel mixtures through the
thermodynamic stability of benzyl-like structures. Specifically, it was shown [1] that multiply
methyl-substituted aromatics may serve to bring the reactivity and ignition characteristics of
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comparatively simple (e.g. 2 component) surrogate fuels close to that of JP-8. A possible
explanation for the behaviour can be found in the stability of benzyl type structures and their
potential ability to act as radical scavengers. The stability of the benzyl radicals also provides
a possible route to PAH and soot formation.

The starting point for the current work was the toluene sub-mechanism of Lindstedt and
Maurice [2] with subsequent developments by Potter [3]. The mechanism consisted of 88
reactions and 13 species and considers oxidation and pyrolysis of the CH 3 group as well as
radical attack on the ring. The 1-methyl naphthalene mechanism was derived directly from the
equivalent toluene reactions following appropriate adjustments to account for molecular size
and thermochemical differences. A wide range of conditions has been used to validate the
toluene and 1-methyl naphthalene sub-mechanisms including data obtained in a Jet Stirred
Reactor (JSR). In light of the work by Colket et al. [1], the cases presented here include a
comparison of the temporal evolution of the ignition process for toluene. The reaction
mechanism has been updated using the latest available data for key reactions (e.g. [4]). The
derived mechanisms for the oxidation of naphthalene and 1-methyl naphthalene are based on
reaction classes derived from the oxidation of toluene, benzene and cyclo-pentadiene. The
current work contains differences from earlier efforts. For example, reaction sequences (1-4)
have replaced more global steps present in earlier studies.

C 7H 7 + 0 2  = C 7H 70 +0 (1)

C 7H 7 + HO 2 = C 7H 70 + OH (2)
C 7 H70 = C 7H6 0 + H (3)
C 7 H70 = C 6H6  + CHO (4)

The C 7H70 radical produced from reactions (1) and (2) thermally decomposes via (3) C - H
(60%) and (4) C - C cleavage (40%). Benzaldehyde is further consumed by thermal
decomposition via C - H cleavage (15%) as well as OH (10%), H (25%), CH3 (10%) and 0
(25%) radical attack. The fate of the OC 7H 7 radical, formed via attack on the ring, is
interesting as it predominantly decomposes (80%) via reaction (5).

OC 7H 7  = C 5H 4 CH 3  + CO (5)

C5H4CH 3  = C6H6(F) + H (6)

Lindstedt and Rizos [5] suggest that C5H4CH3 eventually leads to C 6H6 via C6H6(F) (fulvene),
supporting the proposal by Moskaleva et al. [6] who explored the possibility of C 6H 6

formation from C5H4CH3 radicals. The current toluene mechanism does reproduce, with
reasonable accuracy, the H radical concentrations formed during toluene pyrolysis, as
measured by Braun-Unkoff et al. [7], and ignition delay times as measured by different
groups. It is perhaps particularly pleasing that the recent time resolved OH radical data
obtained by Vasudevan et al. [8] is well reproduced as shown in Fig. 1.

The ability of the corresponding 1-methyl naphthalene mechanism to reproduce JSR data was
explored and the cases presented here feature a temperature range 1090 < T (K) < 1440, a
mean residence time of 100 ms and a pressure of 1 atm. Selected results are shown in Fig. l b
and major intermediates in Fig. 2a,b. The fuel consumption and oxygen consumption along
with CO and CO2 are shown in Fig. lb for a fuel lean case with a stoichiometry of 0.5. The
agreement is encouraging and is maintained also for fuel rich mixtures. A more demanding
test concerns the formation of major single ring aromatics as part of the oxidation process.
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Fig. 1. Left: Ignition delay times for stoichiometric toluene mixtures in Ar, T = 1689 K and P = 1.79 atm
Experimental data from Vasudevan et al. [8]. Right: Consumption of C1iH10 and 02 along with primary
products CO and CO 2 formed during the oxidation of 1-methyl naphthalene in a JSR at atmospheric
pressure with a mean residence time of 100 ms and a stoichiometry of 0.5 [9].

The latter are strongly dependent upon the pathways via indene formation and oxidation. The
application of analogous reaction sequences of the above type to the modeling of 1-methyl
naphthalene oxidation suggest that reaction (7),

C11H1 0  +OH = C11H9  +1H20 (7)

is the dominant fuel consumption reaction at 1170 K. The distribution of principal single ring
aromatics is shown in Fig. 2a. The corresponding primary two-ringed products are shown in
Fig. 2b. By analogy with the above discussion, it is interesting to note that reaction (8) is a
primary source (-35%) of naphthalene.

C9H6CH2 +H = C10H8  +H (8)

It can be seen that the quantitative agreement is good with concentration levels from around
10 ppm (C1 1H80) to 250 ppm (C1oH8) reproduced. Similar agreement is obtained for fuel-
lean mixtures.

1 /,\CH, C9H/

o / 60 40 1.

-40 - I

C0;H H6  'U C~l. C, ,I-•O
/. 8 3 20 20

30-0 100 rs 0' 0

L 9 U S CiA

1200 13A00 1400 1200 1400 01200 1300 1400 1300 14106

Temperature [K] Temperature [K]

Fig. 2. Left: (a) Formation of single ring aromatics C5H6, C6H6, C7H8 and C8H6 during the oxidation of
1-methyl naphthalene in a JSR at atmospheric pressure with a mean residence time of 100 ms and a
stoichiometry of 1.5 [9]. Right: (b) Formation of C91-4, C10H8 and C11H80. Ethane concentrations are
also shown due to their sensitivity to methyl radical production.
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The formation of naphthalene and the naphthyl radical thus follow paths directly analogous
with benzene formation from toluene. For example, the extraction of CO from the C6 ring,
eventually leading to indene, follows from the work by Lindstedt and Rizos [5]. It does appear
that the current approach can lead to encouraging agreement with respect to the modeling of
oxidation of complex molecules. The work also forms a natural extension to studies of
formation paths of two-ringed structures performed in earlier work [10].

CONCLUSIONS
The current paper has sought to illustrate the use of a reaction class based approach for the
oxidation of substituted aromatics. An analogy with toluene was used to develop a
comprehensive detailed chemical kinetic mechanism for 1-methyl naphthalene with
encouraging results. Past problems with predictions of principal aldehydes (C 7H6 0 and
C1 H80) have been resolved and concentration profiles of single-ring aromatics have been
reproduced with encouraging accuracy. The C9H7 + 02 = products channel has been found to
be of key importance and to require further clarification. The reaction is currently the subject
of detailed investigations via quantum mechanical methods using Gaussian-03. A major
challenge is to reduce the detailed reaction sequences in a manner that permits the inclusion
into modeling techniques for turbulent flames. Lindstedt and Louloudi [11] showed that a
systematic reduction of the corresponding naphthalene oxidation sequence is possible.
Overall, the analogies used for the development of a comprehensive detailed chemical kinetic
mechanism for two-ringed aromatics have been found to work well. Generally, comparisons
with earlier efforts show that the replacement of global reaction steps with elementary
sequences improves agreement with experimental data.
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SUMMARY/OVERVIEW

Since jet fuel will continue to play a central role in US Air Force operations for the
foreseeable future from both a logistical and an economic viewpoint, a coordinated
experimental and computational program is needed to develop chemical models ofjet
fuel that can be used within a larger research and development program. In this project
we have initiated a joint experimental and computational program designed to test how
well surrogate formulations of JP-8 match overall properties of the complex fuel and
more detailed aspects of its combustion, such as flame structures. The work is being
leveraged on complementary research at the University of Utah and the University of
Milan (Italy). The work will help establish a research infrastructure to provide a better
understanding of the combustion of jet fuel, to the benefit of both commercial and
military users.

TECHNICAL DISCUSSION

We initiated a joint experimental and computational program designed to test how well
surrogate formulations of JP-8 match overall properties of the complex fuel and more
detailed aspects of its combustion, such as flame structures. Specifically, a
comprehensive campaign of measurements and computations in prototypical flame
environments, such as premixed flames and diffusion flames, is being undertaken which
includes measuring and computing global properties such as laminar flame speeds, SL,
extinction strain rates, a•,t, and ignition strain rates, air. We also plan on comparing
flame structure including the temperature and gaseous hydrocarbons up to C12.

Computational Methodology

Of inherent importance to both the premixed and nonpremixed studies is the ability to
vary one or more quantities as the remaining system parameters are held fixed. For
example, in the premixed problems we are interested in allowing the equivalence ratio to
change as the pressure and inlet temperature are held fixed or we may want to vary the
inlet temperature as the pressure and equivalence ratio are fixed. For the diffusion flames,
the strain rate, inlet mass flow rates and temperatures are parameters of interest. While
we could compute a single flame with specified values of these parameters and then use
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Figure 1: Comparison of JP-8 (six-component surrogate) flame speeds as a function of equivalence ratio. 0
800K/35 atm, A 572K/I atm, X 600K/10 atm, 0500K/5 atm. Solid lines are correlations.

this computed solution as a starting estimate for a new problem with different parameter
values, this approach is extremely inefficient. Instead, we are applying a continuation
method such that the grid and the solution smoothly change as the parameter is varied.
We have implemented both a freely propagating and a counterflow diffusion flame
continuation program designed to follow changes in the equivalence ratio, pressure and
inlet temperature in the freely propagating flames (e.g., see Fig. 1) as well as the strain
rate and the inlet mass fractions in the counterflow flames. This has led to flame speed
profiles for the premixed systems and flame structure results for the nonpremixed
counterflow flames. In addition, a preliminary mechanism reduction has been
implemented with our initial efforts directed at the generation of a skeletal mechanism.
Specifically, sensitivity analysis has been applied to a six-species counterflow JP-8
surrogate flame to identify reactions and species that can be removed. Peak first-order
sensitivity coefficients (F.O.S.C.) of temperature with respect to reaction rate are used to
gauge the importance of each reaction. Four candidate skeletal mechanisms (Table 1) are
generated after eliminating those reactions with peak temperature F.O.S.C. less than
some limiting value.

Table 1

Minimum Number of Number of
Mechanism Temperature Species Reactions

F.O.S.C
A I X 107  179 1159

B 5 x 10"1 168 867

C Ix 10-6 157 740

D 5 x 10-6 131 505
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Experimental Approach

The bulk of the experimental activity in the past year was focused on optimizing the
counterfiow JP-8 burner for gas analysis using a semi-automated GC/MS system. To
develop a flame structure database of various surrogates and of individual components
requires a measurement system that is robust and with the necessary pre-requisite of data
reproducibility. Our approach entails gas sampling by fine quartz microprobes and
detailed analysis by GC/MS. It should yield a wealth of data that will be used to validate
surrogate model formulations and is clearly preferable in terms of specificity of measured
species and sensitivity of the chemical kinetic models of large hydrocarbons to
alternatives, such as laser diagnostic techniques, that are typically limited to the
measurement of a handful of light species. The main drawback of GC/MS analysis is that
it takes a very long time to perform a flame scan. A concentration measurement at any
point in the flame typically requires: five minutes to load the sample loop, two minutes
for the analysis of 02 and N2 by a Thermal Conductivity Detector (TCD), 25 minutes for
the analysis of light (C1 and C2) species by a Flame Ionization Detector (FID) and as long
as two hours for the analysis of large molecular-weight compounds by a quadrupole
Mass-spectrometer (MS). Clearly, a full scan of a flame with a minimum of 10-12 points
would entail a tedious procedure lasting in excess of 30 hours. Maintaining a
concentrated effort over such a prolonged time is problematic even for the most
committed graduate student. Preserving a steady-state flame over such a time would be
challenging, especially in the case of JP-8 that requires fuel vaporization and precise
metering of small liquid flow rates. Using a syringe pump, as is typically done at the flow
rates of interest, would entail repeated flame shut-offs with reloading of syringes. If one
factors in thermal transients of the burner and other uncontrolled variables, such as, for
example, sampling probe distortions through flame start up and shut down over a thirty
hour time period, it should come as no surprise that initial measurements were plagued by
reproducibility problems, as reflected by data profiles that lacked the required
"smoothness".

To address this difficulty,
, we developed an

SLautomated sampling
v " IVal". 2 system that would allow

C7l ,1, _, I. €for sampling/storing
ý •using two multi-position

" Gas Gsvalves, two pneumatic-
,...Au.,4 ", ss actuated injection valves

Sa •G Gas.-< and a battery of sampling
It'oAtX3i

came, Gas loops, as shown in Fig. 2.
t c D One of the pneumatic

'Co,,oxD 3 valves is responsible for

the TCD analysis (left in¢•a". Gas

W his the figure) that is
Figure 2: GC/MS configuration for semi-automated gas analysis using executed in real time
three detectors (TCD, FID and a quadrupole Mass Spectrometer).
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since it requires only two minutes per data point. The valve on the right, on the other
hand, controls the FID and the MS. Since these two instruments require a much longer
time to complete a measurement, the samples are stored in 16 sample loops using two
multi-position valves and analyzed overnight by a computer automated sequence. Thanks
to this improvement, a full flame scan requires at most five-six hours of operator work
during which the flames has to run continuously, i.e., a fraction of the time it took in the
first semi-automated configuration we tested. This dramatic gain in the implementation of
the experiment opens up the doors to more stringent tests of reproducibility and to the
systematic test of several flames with relative ease.

The burner was described in the 2006 abstract. The only modification with respect to that
configuration was the replacement of the ultrasonic nebulizer, that lacked the necessary
flow rate flexibility, with an electrospray atomizer to disperse the liquid fuel and ensure
its complete evaporation by the time the gaseous mixture reaches the burner mouth. We
have considerable experience with this type of atomizer.

Preliminary tests were conducted on an overall lean flame of JP-8 that was stabilized with
the following flow conditions: on the fuel side, the liquid flow rate and the N2 flow rate
were measured at was 30 cc/min and 2 1/min, respectively; on the oxidizer side, the inert
and oxygen flow rates were 0.61 I/min and 2.02 1/min, respectively, which resulted in a
blue flame at moderate strain rate. To enhance the flame stability and prevent soot
formation at the interface of the flame with the room air, a shroud flow of N2 was
provided. The fuel side was preheated and maintained at a temperature above the dew
point of the nitrogen-diluted fuel mixture. Preliminary calibrations of the GC/MS using
calibrated gaseous mixtures and direct injection of less volatile hydrocarbons into the
GC/MS showed linearity of each of the three detectors. As a sample of the instrument
capabilities, Figure 3 illustrates profiles of some light and heavy species obtained in the
JP-8 flame scan, including: acetylene, ethylene, ethane, benzene, toluene, m-xylene and
octane. Some difficulties were encountered with dodecane that exhibited a non-
monotonic behavior for which probe condensation effects may be responsible. Additional
tests are under way to ascertain this point. All in all, the measurement system is
performing well and systematic scans under different flame conditions are under way to
create a database, test various surrogates and select an optimal surrogate kinetic model.

light species heavy species
9.oE-03 .

OOE-03 500E-04

.OOE-03 450C.04

4.OOE-04 A.

4.OCE.03 2 50.04

3. OCE.O 2. I02.00E-03 it 50E-04 • "....
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Figure 3: Profiles of C1 and C2 hydrocarbons (left), as measured by FID, and of heavier hydrocarbons
(right), as measured by the mass spectrometer
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SUMMARY AND OVERVIEW: Continual improvements in the capability of Computational
Fluid Dynamics codes have made it possible to consider the computer simulation of real fuel in
real devices[ I]. Recent workshops have led to the selection of a limited number of compounds
that can serve as surrogates for gasoline, diesel and aviation fuels[2]. This project is aimed at
developing the chemical kinetic databases necessary to support this effort. The elements of this
database consist of the rate constants of fundamental single step reactions that describe the
pyrolytic decomposition of surrogate fuels molecules. These reactions represent an integral part
of any complete combustion kinetics database. They can be competitive with oxidation processes
and hence extend the range of current combustion models to richer mixtures. Particular focus is
placed on the decomposition of radicals formed by the abstraction of hydrogen from a fuel
compounds. The specific radicals that have now been studied are the 1-hexenyl radicals, the
cyclohexyl radicals and the radicals that are formed as a result of isomerization. The latter is in
fact the key new element in the reactions involving real fuels. The increase in the size of the fuel
molecule leads to the possibility of contributions from isomerization channels that are not
present for smaller fuel molecules. The present work has led to rate expressions for the
cyclization of olefinyl radicals to form 5 and 6 carbon cyclic radicals and the reverse as well as
the effect of ring structure on 1,4-H-transfer isomerization. Due to the variety of possible
structures this is an area where future work will be focused.

TECHNICAL DISCUSSION: This mechanism for the destruction of fuel molecules during
combustion can be found in Figure 1. The vertical set of reactions represent the oxidation
processes. Practically all the existing databases have dealt with these processes. They are thus
applicable to near stoichiometric processes. The horizontal set of reactions are pyrolytic
processes. They are competitive with the oxidation reactions and thus extend the range covered
by combustion models. The set of reactions are particularly important in the context of
PAH/Soot formation processes, since the unsaturated compounds are generally the starting point
of such models. Of course unsaturated compounds are generally present in very small amounts in
hydrocarbon fuels. Therefore there is the need for information on the cracking patterns
subsequent to PAHI/Soot formation.

The experimental procedure involves generating the appropriate radical in the high temperature
environment of a single pulse shock tube[3]. Reaction conditions are set so that only
unimolecular decompositions and isomerizations can occur in this environment. This is achieved
by taking advantage of the short reaction time of the shock tube, through the use of highly dilute
mixtures and the addition of a chemical scavenger in large excess so as to remove the most
reactive radicals. A special feature of the radicals being studied is their short lifetimes under
shock tube conditions. For the present studies they are of the order of 1 micrsec or
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less. Figure 2 summarizes the various starting materials for generating the radicals of interest.
Note that in all cases there are in fact side reactions. They do not interfere with the analysis of
the data. Figure 3 contains the results of shocking tertbutylhexane. It can be seen that there is a
large number of products. These can however be identified with particular reaction channels.
The isobutene is formed as a consequence of the breaking of the most highly substituted C-C
bond. The cyclohexane is the result of a molecular channel for the decomposition of tert-
butylcyclohexane. Isoprene is the consequence of the cleavage of a C-methyl bond followed
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Figure 5: Mechanism for the decomposition of cyclohexyl and 1-hexenyl-6 radicals.

By successive beta C-C bond cleavages.The yields of cyclohexene decreases drastically as the
temperatiure is increased. This is a consequence of the reverse Diels-Alder reaction to form
ethylene and butadiene. This can be corrected since the rate constant for this process is well
known.

All of the other products are the direct consequence of the decomposition of cyclohexyl radical.
The general mechanism is outlined in Figure 5. From Figure 4 it can be seen that butadiene is
one of the main products. Yields are close to that of ethylene. Unlike the situation for linear
alkane fuels yields of propene are relatively small. It is interesting propene can only be formed
from cyclopentyl radicals. More direct evidence for the presence of five carbon cyclic
compounds is the detection of methylene cyclopentane. Thus 1-hexenyl radical can cyclize via
terminal and non-terminal addition. Rate constants for the cyclization processes are fairly close
to each other. Near room temperature the preference is for the former. Under shock tube
conditions the latter is preferred. The addition of this isomerization channel to the possible
pathways represents an added complication. Thus the relative importance of the terminal to non-
terminal cyclization channels could not be uniquely determined without the experimental results
from the chemical activation studies summarized in Figure 6. Figure 7 contains data pertaining
to the cracking pattern for the decomposition of 1-hexenyl-6 radical. This was generated from
the decomposition of 1-8-nonadiene. A major product from the decomposition of 1,8-nonadiene
is propene. Large yields of allyl radicals are also formed. Thus it is impossible to assess from
these results the contribution of propene to the cracking pattern from 1-hexenyl-6 radicals.
However for all except the cyclohexene the ratio of yields to 1,3-butadiene are the same as those
derived from cyclohexyl radicals. This is a very satisfactory demonstration of the postulated
mechanism. The relative yields of cyclohexene is about a factor of two higher in favor of the
case where cyclohexyl radical is the starting reactant. This is indicative of these studies being in
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Figure 6: Ratio of cyclohexyl and Figure 7: Product to 1,3-butadiene
cyclopentyl radicals formed during the formed during the decomposition I-
chemically activated decomposition of hexenyl-6 radicals at 4 bar pressure.
cyclohexyl formed Symbols are are experimental values. Symbols are
experimental results. Lines are from rate experimental values. Lines are
constants derived from fit to Figure 4 calculated values from rate constants

derived from data in Figure 4

Another interesting consequence of the nature of the cracking pattern in Figures 4 and 6 are rate
expressions for 1,4- H-atom transfer isomerization involving a five carbon ring structure and
across a double bond. These are uniformly smaller than those for the case for a linear system.
This is not surprising since the bond angles are larger and the molecules are much less flexible.
This opens up the issue of the rate expressions for H-transfer isomerization for reactions
involving ring structures. From these results we derive high pressure rate expressions in order to
account for energy transfer contributions to our rate expressions. The former can now be used to
project results over all combustion conditions.

The unsubstituted cyclohexyl radical treated here is probably the simplest of this type of
compound. With substitution the number of possible channels increase drastically. The overall
situation is rendered more complex. Using custom synthesized alkyl iodide we are completing
work on the effect of methyl substitution on 1-4 and 1-5 hydrogen atom isomerization. These
results have direct bearing on Fischer-Tropsch fuels. Thus except for the cyclic compounds we
are well on the way towards a complete understanding of the cracking of hydrocarbon fuels.
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SUMMARY/OVERVIEW:

This work revolves around an innovative, comprehensive, and integrated approach for predicting

new fuel reaction mechanisms. It combines advanced computational techniques in a synergistic

study of the critical processes in fuel decomposition at a level of detail that can help distinguish,

correct, and quantify mechanisms for these processes. The innovative aspect of the modeling

effort is to integrate computational tools that can be used to build reaction pathways for new fuel

mechanisms, starting from the structure of the proposed fuel components and ending with a list

of reactions pathways, rate constants, thermodynamic, and transport data that can be feed into

existing combustion mechanisms. Studies were conducted on the breakdown kinetic mechanisms

of decalin, one of the main constituents of jet fuel surrogates. Density Functional Theory

calculations (B3LYP and BH&HLYP functionals) together with the Rice-Ramsperger-Kassel-

Marcus and transition state theory methods were used to compute the pressure dependent thermal

rate constants for the new reaction pathways. The new pathways connect decalin to five primary

mono-aromatic species; benzene, toluene, styrene, ethylbenzene and xylene. The reactions used
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for the new routes are carbon-carbon bond cleavage reaction, dissociation reaction and hydrogen

abstraction and addition reactions. A kinetic analysis was performed for pyrolytic conditions and

benzene, toluene and xylene were identified as major products.

Preliminary results on transport properties using Molecular Dynamics simulations are reported

for small hydrocarbons.

2. TECHNICAL DISCUSSION

In combustion conditions, the propagation rate of a laminar flame is determined by the rates

of chemical reaction and heat release, which are strongly coupled with heat conduction and

molecular diffusion. An accurate description of diffusion rates is perhaps as critical to flame

simulation as a quantitative knowledge of elementary reaction kinetics [1-5]. Little to no

progress has been made in improving the accuracy of transport coefficients. Most of the

measurements for the diffusion coefficient have been carried out at or near room temperature. In

flame simulation, extrapolation to high temperatures is made by the Chapman-Enskog equation

using the Lennard-Jones (L-J) 12-6 potential energy function.

In this work we present results related to the thermochemistry of key compounds for real fuel

surrogates, such as decalin and preliminary results for the computation of transport properties of

simple hydrocarbons.

2.1 COMPUTATIONAL METHODOLOGY

All electronic structure calculations were previously carried out at DFT methods, particularly

B3LYP and BHandHLYP levels of theory, using the Gaussian 03 program package.' The

electronic results, namely optimized structures, frequencies and energies of reactants, transition

state and products, were given in the supporting material of the previous publication.2

In this study we use the previously-calculated electronic results to extend rate constant

calculations to the atmospheric pressure condition for unimolecular reactions in order to compare

to available experimental data of the pyrolysis of decalin. It is noted that previously the high-

pressure limit rate constants were previously calculated using TST and RRKM methods for

bimolecular and unimolecular reactions, respectively. In this study pressure-dependent rate

constants for the unimolecular reactions were carried out using the Master Equation approach,3

employing the kinetic module of the web-based Computational Science and Engineering Online

(CSE-Online) environment.4
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Pressure-Dependent Rate Constants

The master equation can be formulated in the discrete form for a uni-molecular reaction as

follows,
3

dP(E,) = wE (R(Ei; Ei)P(Ej)_-R(Ej; Ei)P(Ei))_-k(Ei)P(Ei) (1)

dt i

where (o is the collision frequency of the reactant molecules with bath gas; P(E5 ) is the

population of the activated reactant with an energy between E, and E, + dE; R(E,; Ej) is the

collision induced transition rate of reactant with an energy between Ej and Ej + dE to a state

with an energy between E1 and E1 + dE; k(E,) is the micro-canonical rate constants of reactant

with an energy between Ei and Ei + dE. In this study the first term on the right-hand side of eq

(1) describes the increase in the population of the reactant between E1 and Ej + dE, while the

remaining two terms describes the decrease in its population via collision with bath molecules

and via a chemical reaction, respectively.

Collision frequency (o can be calculated using Lennard-Jones potential parameters as:

0 -=- Ojhard-sphere- (2)

where Cohard-sphere is the hard-sphere collision rate derived from the elementary gas-phase kinetic

theory and 0) is a dimensionless collision integral which was calculated by the expression

proposed by Reid et al.5 It is noted that the value of co is pressure dependent.

The function R(E,; Ej) is the probability that a reactant with an energy between E, and

Ej + dE j will be transferred by a collision to a state with an energy between E, and Ei + dE. It

can be approximated by a single-exponential down function:

R(E; E,) =- CIE --- exp E E), Ej > E, (3)

where CN (Ej) is the normalization constant; (AEd) is the averaged energy transferred in a

deactivating collision, which depends on the nature of the colliding gas as a function of

temperature, or in some cases, of temperature and energy. R(Ej; E1) can be calculated through

R(E,; Ej) using the detailed-balance condition.
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A summary of the thermochemical results
8
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The figure below reports Paths 1 and 2 to form toluene (C 7H8) and propyl (C 3H 7). The energy

barrier for the formation of radical 'ic' is 34.62 kcal/mol and the following hydrogen migration

to produce 'id' has transition energy of 11.32 kcal/mol.

so- Subsequently, 'Id' decomposes to form
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20 r- TS i T83 . Ig
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_-40-2( .' produces radical 'If" with transition energy

.so- 0i -A i .. of 10.10 kcal/mol. From 'If two different
t• -120o

.140-'.7 A pathways have been identified that lead to
-160 ,: the formation of toluene. The 'If --+ ig', 'ig

A.M -A-. h' and '1h --+ toluene' route (Path 1)
-- PothI

.2W0 .... . involves hydrogen addition, abstraction and

further addition to produce toluene. From intermediate 'If the most significant barrier is

represented by 'If-- ig', being 31.21 kcal/mol.

In Path 2, 'if undergoes two hydrogen abstraction reactions ('If --+ 2g' and '2g --+ 2h ') and

hydrogen addition ('2h --+ toluene') to produce toluene. The energy barriers involved in this

route are lower than the ones in Path 1 and the intermediates formed are very stable.
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SUMMARY/OVERVIEW:
The fuels used in the next generation of hypersonic aircraft will have to operate under very

high pressures (beyond the critical pressures of most hydrocarbons) and will have to sustain very
high heat loads in order to meet aircraft cooling requirements [1-3]. Critical to the development
of the fuel systems in these aircraft is an understanding of the fuel pyrolysis reaction mechanisms
under the conditions that the fuels will be operating. Of particular interest are the reactions
leading to polycyclic aromatic hydrocarbons (PAH), which can serve as precursors to fuel-line
deposits [3,4], a problem of critical importance to avoid, for safe aircraft operation. In order to
better elucidate the mechanisms and kinetics of the reactions of fuel pyrolysis and PAH
formation under supercritical conditions, pyrolysis experiments are being conducted, under the
present research program, with model fuels at temperatures of 400-700 'C, pressures of 20-100
atm, and residence times of 30-1000 sec. The model fuels include alkane and aromatic
components of jet fuels as well as combinations of these components. The supercritical pyroly-
sis experiments are conducted in an isothermal silica-lined stainless-steel coil reactor specially
designed for such experiments, and PAH reaction products are analyzed by high-pressure liquid
chromatography with diode-array ultraviolet-visible absorbance and mass spectrometric
detection (HPLC/UV/MS), an isomer-specific technique ideally suited for the analysis of PAH
[5,6]. It is anticipated that the results from this research will provide information of critical
importance to the design and development of fuel systems for high-speed aircraft.

TECHNICAL DISCUSSION
Supercritical pyrolysis experiments have been conducted with the model fuel n-decane

(critical temperature, 345 'C; critical pressure, 20.8 atm), an alkane component of jet fuels such
as Jet A-I and JP-8, as well as the Fischer-Tropsch synthetic jet fuel S-8. The experiments have
been performed in the new high-temperature reactor at temperatures of 600 to 700 'C, pressures
up to 50 atm, and a residence time of 140 sec. The PAH products have been analyzed by
reversed-phase and normal phase HPLC/UV/MS.

Figure 1 presents the reversed-phase HPLC chromatogram of the products of n-decane
pyrolysis at 600 'C, 50 atm, and 140 sec. Fifty-five of the product components, ranging in size
from two to seven aromatic rings, are well-enough resolved in Figure 1 to permit identification
by their UV spectra, and the peaks of these components in Figure 1 have been labelled with the
corresponding PAH product structures. Because of the aliphatic nature of the n-decane fuel (and
the relative ease of breaking alkane C-C bonds), a huge number of alkylated PAH are formed
from n-decane pyrolysis, as Figure 1 reveals. As a consequence of the abundance of alkylated
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PAH in the product mixture (alkyl groups of varying carbon number, in multiple positions and
combinations.), however, not all of the products of n-decane pyrolysis at 600 'C are well-enough
resolved to permit identification or quantification from the reversed-phase HPLC analysis alone.

Because elucidation of the structures of the PAH products is critical to discerning PAH
formation mechanisms, we have developed a normal-phase HPLC fractionation technique to use
in conjunction with our reversed-phase HPLC analysis. The normal-phase HPLC column is
fairly insensitive to alkyl group functionality and is employed to fractionate the n-decane product
components into groups by ring number. The collected fractions are then subjected to reversed-
phase HPLC analyses. The reversed-phase HPLC chromatograms of the four normal-phase
HPLC fractions of the 600-'C n-decane pyrolysis products of Figure 1 appear in Figure 2. As
Figure 2 reveals, the coupling of the normal-phase HPLC fractionation and reversed-phase
HPLC analyses yields a tremendous improvement in product component resolution, permitting
the identification of 93 individual PAH product species (compared to the 55 of Figure 1). In
addition, the more clearly defined product component peaks in Figure 2 lend themselves to
accurate product quantification. The combined normal-phase/reversed-phase HPLC analysis
method, illustrated here for the n-decane pyrolysis products, is also applicable to the analyses of
other product samples in which the PAH are highly alkylated. We have recently employed this
method in the analyses [7] of stressed Jet A-I fuel samples produced at AFRL.

Supercritical n-decane pyrolysis has also been investigated at higher temperatures, and the
reversed-phase HPLC chromatogram of the PAH produced at 700 'C, 30 atm, and 140 sec
appears in Figure 3. (An attempt to pyrolyze n-decane at 700 'C and 50 atm, the same pressure
as in Figure 1, failed due to the large production of solid deposits, which clogged the reactor.)
Readily apparent from Figure 3 are the presence of larger-ring-number PAH and the improved
resolution of individual product components in the 700-'C product sample, compared to the 600-
'C product sample of Figure 1. These effects of temperature on the n-decane PAH product
distribution are fully consistent with our findings [8] from other fuels: higher pyrolysis
temperatures (1) facilitate PAH growth reactions, leading to PAH of higher ring number, and (2)
reduce the degree of PAH product alkylation, since aryl-alkyl C-C bonds are easily broken at
higher temperatures. Fewer alkylated species in the 700-'C product mixture thus lead to the
"cleaner" chromatogram of Figure 3. Nevertheless, application of the normal-phase HPLC
fractionation method to the 700-'C product sample, followed by concentration of the highest-
ring-number fraction, greatly enhances our ability to detect and identify large PAH in these
products as well, as revealed in the inset of Figure 3. As this inset shows, several 7-, 8-, and 9-
ring PAH are produced by n-decane pyrolysis at 700 'C and 30 atm-none of which have ever
before been reported as products of n-decane pyrolysis or combustion.

Of particular interest are the five C 28H 14 benzenoid 8-ring products eluting between 120 and
135 min in the inset of Figure 3. All five of these 8-ring PAH we have also observed [5,9] in the
supercritical pyrolysis products of toluene and of the Fischer-Tropsch fuel S-8. The relative
amounts of these isomers differ, however, according to the fuel type. In the case of toluene-
where the formation of the 8-ring PAH is constrained by a mechanism [9] involving the benzyl,
methyl, and phenyl building blocks of the supercritical toluene pyrolysis environment-the
dominant C 28H1 4 isomer is benzo[ghi]naphtho[8,1,2-bcd]perylene. In the supercritical n-decane
pyrolysis environment, however, where C10 alkane chains dominate, a different mechanism ap-
pears to prevail, and the dominant C28H14 product is benzo[pqr]naphtho[8,1,2-bcd]perylene. Its
dominance is echoed by the five alkylated derivatives of this C 28H14 PAR, eluting between 140
and 190 min in the inset of Figure 3. In order to better elucidate the mechanisms responsible for
large PAR formation from alkane fuels, we plan experiments with n-tetradecane (which should
produce a dominant 10-ring analogue to benzo[pqr]naphtho[8,1,2-bcd]perylene). We anticipate
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that an uncovering of the mechanisms leading to large PAH formation from these alkane fuels
will provide insight into why these particular fuels are prone to high solid deposit formation.
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Figure 1. Reversed-phase HPLC chromatogram of the products of n-decane pyrolysis at 600 °C, 50 atm, and 140
sec. Bold structures are unsubstituted PAH; others are alkylated PAH.
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Figure 2. Reversed-phase HPLC chromatograms of the four normal-phase HPLC fractions of the products of
n-decane pyrolysis at 600 'C, 50 atm, and 140 sec. Bold structures are unsubstituted PAH; others are alkylated PAH.
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Figure 3. Reversed-phase HPLC chromatograms of the products of n-decane pyrolysis at 700 0C, 30 atm, and 140
sec. Inset: large-ring-number PAH fraction. Bold structures are unsubstituted PAH; others are alkylated PAH.
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